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Outcomes of the UNECE Project on Using Big Data for Official Statistics

Introduction

“Big Data is a term that describes large volumes of high velocity, complex and variable data that require advanced techniques and technologies to enable the capture, storage, distribution, management, and analysis of the information.”[footnoteRef:1] Many authors adhere to the “Four Vs definition” that points to the four characteristics of Big Data, namely Volume (the amount of data), Variety	(different types of data and data sources), Velocity (data in motion) and Veracity (data uncertainty). [1:  http://www-01.ibm.com/software/data/demystifying-big-data/ ] 

	 	 	 	
The UNECE task team on Big Data in 2013 proposed the following taxonomy to classify Big Data:

1. Social Networks (human-sourced information): this information is the record of human experiences, previously recorded in books and works of art, and later in photographs, audio and video.
2. Traditional Business systems (process-mediated data): these processes record and monitor business events of interest, such as registering a customer, manufacturing a product, taking an order, etc.
3. Internet of Things (machine-generated data): derived from the phenomenal growth in the number of sensors and machines used to measure and record the events and situations in the physical world.

The use of Big Data as an additional source to be integrated alongside traditional survey data and administrative data is becoming a “must” for National Statistical Organizations (NSOs). This is not only due to increasing competition from private sector, but also because of the costs associated with traditional data collection techniques and the increasing levels of non-response, even to advanced modalities like web surveys.

The advent of Big Data is introducing important innovations. The availability of new data sources, with dimensions greater than previously experienced, and with questionable consistency, poses new challenges for official statistics. It imposes a general rethinking that involves tools, software, methodologies and organizations.

Challenges coming from Big Data are not only due to their particular characteristics (high volume, velocity and variability), but also to the fact that their origin and generation mode are often completely out of NSOs control. These challenges are:

1. Legislative: Are Big Data accessible to NSOs, and under what conditions?
2. Privacy: In accessing and processing Big Data, what assurances exist on the protection of confidentiality?	 	 	
3. Financial: Access to Big Data often has a cost, maybe lower than statistical data, but sometimes considerable.
4. Management: What is the impact on the organization of a NSO when Big Data become an important source of data?
5. Technological: What paradigm shift is required in Information Technology in order to start using Big Data? 	 	
6. Methodological: What is the impact of using Big Data (in combination with, or as a substitute for statistical data) on the consolidated methods of data collection, processing and dissemination?




The Sandbox project 

In 2014, the UNECE High-Level Group for the Modernisation of Official Statistics (HLG-MOS[footnoteRef:2]) started a project to create a “Sandbox”, a web-based collaborative environment, hosted in Ireland by ICHEC[footnoteRef:3] (Irish Centre for High-End Computing) to better understand how to use the power of "Big Data" to support the production of official statistics.  [2:  http://www1.unece.org/stat/platform/display/hlgbas/High-Level+Group+for+the+Modernisation+of+Official+Statistics ]  [3:  https://www.ichec.ie/ ] 


In this project, more than 40 experts from national and international statistical organizations worked to identify and tackle the main challenges of using Big Data sources for official statistics. The countries involved were: Austria, France, Germany, Hungary, Ireland, Italy, Mexico, Netherlands, Poland, Serbia, Russia, Slovenia, Spain, Sweden, Switzerland, Turkey, United Arab Emirates, United Kingdom, and United States of America. The international organizations were: Eurostat, UNECE (United Nations Economic Commission for Europe), UNSD (United Nations Statistical Division), and OECD (Organization for Economic Co-operation and Development).

The Sandbox gave participating statistical organizations the opportunity to:

1. Test the feasibility of remote processing of Big Data on a central server
2. Test how existing statistical standards / models / methods can be applied to Big Data
3. Determine which Big Data software tools are most useful for statistical organizations
4. Learn more about the potential uses, advantages and disadvantages of Big Data sets
5. Build an international collaboration community to share ideas and experiences on using Big Data

In 2015 the Sandbox project included four multinational task teams: each team worked to understand which statistical results could be obtained from a specific Big Data source. The selected sources were:

1.	Wikipedia page views on specific encyclopedia entries. Wikipedia is one of the most used websites in the world and the statistics about page-views are a valid source for many potential statistics. In the Sandbox we analysed the views for touristic sites (Unesco heritage sites). We found that this source is a good indicator of the popularity of these sites.

There are many other potential topics that can be covered with these data, which are freely available for any user. Another advantage of the source is that there are no privacy concerns, as all data are fully anonymous. Regarding quality, we found good comparability between languages and over time, together with fantastic timeliness: data are available few hours after the access time.

The use of crowd-sourced data, like Wikipedia entries, poses new challenges to statistical methodologies, but can also improve the quality of statistics giving the opportunity to cover new phenomena not analysed by traditional statistics.

2.	Trade data from the United Nations ComTrade Database. This global data source was mainly used to test Big Data tools on a traditional data source. International Merchandise Trade Statistics (IMTS) is considered as one of the oldest statistical domains: data have been collected since 1962 and this database now contains billions of records. Due to interest in measuring economic globalization through trade, trade data has been used to analyse interlinkages between economies. Thanks to Big Data technologies, it is now feasible to process complex calculations derived from trade data. This project was aimed at analysing and visualizing regional global value chains (focusing on trade in intermediate goods) using tools available in the Sandbox.

Eight different software packages were used to reach these important findings, starting from basic Hadoop tools for storing and cleaning data, to statistical tools like R-Hadoop for the analysis of bilateral asymmetry to libraries and packages used to visualize network structures.
The measurement of Economic Globalization and International Trade is high on the agenda of UN Statistical Commission. The comprehensive analysis of global value chains developed in the Sandbox through trade networks in all economic sectors is crucial to better understand international trade.  

3.	Social data: Data from social networks, where users publish a considerable amount of information not otherwise available, makes them one of the most important potential sources for data. In 2015 data from Twitter were collected for Mexico, Italy and the UK.
 
The Mexican data were used for many purposes:

· Studying the mobility of people inside the country (domestic tourism) and daily/weekly border displacements between US and Mexico
· Studying use of the road infrastructure, using tweets generated while people are traveling
· Studying the influence of certain cities in the displacements made by the inhabitants of the rural localities and small towns nearby
· Analysing the “sentiment” of people on regional and temporal basis, to be compared with traditional customer satisfaction surveys.

Data from the UK were used to study the mobility of people toward university centres at different times of the year, using advanced algorithms.

Finally, the group started collecting tweets generated in the city of Rome, to analyse the movements of tourists during the 2015-2016 Catholic Jubilee. These data were also used to study the reactions of tourists and Roman citizens during and after the terrorist attacks in Paris in November 2015.

4.	Enterprise Websites: This team worked on trying to find job vacancy advertisements on the pages of enterprise websites. They studied how to collect Internet addresses (URLs) of enterprises, trying to integrate different sources including surveys and administrative data.

The team created and tested a prototype IT tool for identifying job advertisements, and the methodology for creating possible statistics. The IT tool designed and tested is composed of five modules (Spider, Downloader, Splitter, Determinator and Classifier) and can in principle be generalized and used for any kind of contents extraction from web pages.

The first statistics created look promising, but there is a need for further testing and improvements to the efficiency of the IT tool. These activities will be continued in a major new European Union project.  

Comparison of first results with traditional survey data across different economic activities revealed a high degree of coherence, indicating that the approach is sound. The module that identifies the job vacancies is using an advanced machine-learning approach that gave promising results.


Outcomes 

The outcomes of the Sandbox project provided important indications about the use of Big Data for official statistics, which can direct future efforts in this field. The final outputs represented progress from a general enthusiasm about Big Data, which was not backed up by knowledge or experience, to the current situation, where the statistical community has a more realistic and informed view about the limitations and the opportunities of Big Data.

The most important outcome that emerged from the experiments is that statistics based on Big Data sources will be different from what we have today. Big Data sources can cover aspects of reality that are not covered by traditional ones. For example, the analysis of Twitter data can give a direct indication of the sentiment of users. Similarly, Wikipedia statistics data can be used to verify which touristic sites are able to attract more tourists. On the other hand, such general-purpose sources require a broader interpretation of analysis, often influenced (and sometimes distorted) by events. An evident example of this can be observed by analysing the time series of views of the Wikipedia article on the Vatican, where there is a clear peak corresponding to the election of the Pope.  
Official statisticians dealing with Big Data should also learn to accept a general instability of sources even in the short to medium term. Wikipedia access statistics show a general drop in the overall number of accesses from the time the mobile version of Wikipedia was released. Similarly, Twitter had a significantly lower number of geo-located tweets after Apple changed the default options for its products. Time series consistency would be affected by such events, which should be dealt with in specific and novel ways.

The characteristics of Big Data sources impact the foundation of the quality of official statistics, which is strictly related to the quality of the sources. Producing statistics based on Big Data would therefore mean accepting different notions of quality. 

Another important practical outcome was related to access to Big Data sources. High initial expectations about the opportunities of Big Data had to face the complexity of reality. The fact that data are produced in large amounts does not mean they are immediately and easily available for producing statistics. One obvious statement that can be made is that “quality” sources, meaning data that are particularly relevant and clean, are more difficult to access, regardless of the price of such data. Data from mobile phones represent a notable example in this sense. It has been proved that such data can be exploited for a wide range of purposes, but they are still largely outside the reach of the majority of statistical organizations, due to the high sensitivity of the data. 

On the other hand, publicly accessible data sources are limited in terms of quality and therefore a significant amount of processing may be required to render them usable for analysis. Moreover, privacy issues might be unexpectedly present even in freely available sources. For example, although web sites can be consulted without limits through a browser, sometimes there are legal and technical constraints regarding scraping and downloading their content in an automated way. Another example is that Twitter grants public access to a subset of tweets, but has precise limitations on the amount of data that can be collected and the purpose of the analysis. 

To reach the next level in the use of Big Data for official statistics, two kinds of actions are needed. Firstly negotiations and agreements with providers​, who should be encouraged to share their data with statistical organizations. Secondly, political intervention at the legislative level​, to facilitate the use of Big Data sources for statistical purposes, and overcome privacy issues. To sum up, Big Data sources should be treated in the same way as traditional ones when it comes to their use for statistics. Statistical organizations should be given a form of preferential access in a framework of strict guarantees of privacy preservation.

Findings related to technology showed possible ways to enhance the use of IT tools in statistical organizations to both cope with Big Data and to improve the general efficiency of data treatment. In particular, although Big Data technologies were conceived specifically for handling data of significant size, they can also be used effectively to process data of “average” size in a more efficient way than “traditional” tools. In particular, in the trade data experiment, we proved that processing ComTrade data in the Sandbox provides significant advantages in terms of processing time compared to the relational database system currently used.

However, learning new IT tools with this level of specialization is a difficult task, especially for statistical researchers, not used to managing complex software platforms. The collaboration model based on the Sandbox environment facilitated sharing of knowledge about tools, methods and solutions, and created a new form of cooperation between statisticians and the IT sector. The availability of a common environment allowed new tools to be tested without having to set up costly and complex IT infrastructures. 

For these reasons we believe that the Sandbox represents the fastest route available to statistical organizations for starting with Big Data. It offers several features that facilitate the approach to Big Data and data science​, allowing exploration of the potential of new data sources​, even beyond Big Data.
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