VII. Capabilities and building blocks

30. CSDA is (loosely) based on TOGAF. According to TOGAF 9 definitions:

- A capability is "an ability that an organization, person, or system possesses. Capabilities are typically expressed in general and high-level terms and typically require a combination of organization, people, processes, and technology to achieve. For example, marketing, customer contact, or outbound telemarketing".
- A building block "represents a (potentially re-usable) component of business, IT, or architectural capability that can be combined with other building blocks to deliver architectures and solutions".

31. This aligns with the definition provided by CSPA: "Capabilities provide the statistical organisation with the ability to undertake a specific activity. A capability is only achieved through the integration of all relevant capability elements (e.g. methods, processes, standards and frameworks, IT systems and people skills)".

32. In CSDA, capabilities are expressed at the conceptual level and building blocks at the conceptual and logical levels. Capabilities and building blocks are restricted to activities regarding the management and use of statistical data and metadata.

33. In general terms, building blocks realise capabilities and are the basic elements to design and build solutions.

34. In order to realise (implement) a certain Capability, a statistical organisation may use "reusable components" or Building Blocks. In this document, Building Blocks are defined and described on a conceptual (the "what") and on a logical (the "how") level.

35. On the highest level, the CSDA distinguishes 8 Capabilities, divided into 2 groups: Core Capabilities and Cross-Cutting Capabilities. Each of these 8 capabilities is described in the following sections, where also the Conceptual and Logical Building Blocks for each Capability are listed.

36. The core capabilities are:
   - Data Ingestion (section 5.2)
   - Data Transformation (section 5.3)
   - Data Integration (section 5.4)
   - Provisioning (section 5.5)

37. The cross-cutting capabilities are:
   - Metadata Management (section 5.6)
   - Data Governance (section 5.7)
   - Provenance & Lineage (section 5.8)
   - Security & Information Assurance (section 5.9)

38. Figure 2 shows an overview of the Capabilities and Building Blocks

39. The remainder of this section describes each of the capabilities in turn, including the conceptual and logical building blocks that it may use.

A. Data Ingestion

Summary
40. The ability to receive data from external sources or providers. This includes:

- Accessing data sources through a variety of channels (for example API, web questionnaires, administrative archives, streaming data, etc.)
- Loading data into a storage facility (for example relational database, NoSQL, big data storage, etc.)
- Utilising the metadata management capability to capture the relevant information about the ingested data
- Managing the relationship with data providers (for example respondent management and Service Level Agreements for administrative data sources)

41. Note that sample design and drawing a sample are out of scope for this capability.

**Description**

42. Data ingestion is the first step in the typical statistical production process, and an essential one: no statistical information can be built without data. We call "data ingestion" the capability that consists in establishing and securing data provision agreements with relevant providers, creating reliable data provision channels with existing sources, acquiring the data under specified formats and loading it in a controlled data storage environment, and creating (or using existing) metadata to describe the data and acquisition process.

43. Deciding what sources of data are interesting for creating or enriching statistics is a preliminary step. It builds on a good evaluation of users' needs and implies a good knowledge of the data and information landscape. In some cases, new data needs to be acquired and corresponding collection instruments (typically survey questionnaires) have to be designed and created. In other cases, existing data can cover the needs and the problem is to secure access to it.

44. In the case of data coming from external sources, we have to assess the reliability of the source and its stability in terms of time and format. For data coming from private companies, additional actions need to be performed regarding the assessment of the reliability of the provider and its willingness to provide the data. In some cases, it can be necessary to act on the legislative level to secure data provision, which requires specific competences. In any case, clear contracts need to be set up and managed in time with the providers.

45. Once access to data is ensured, it is necessary to design and implement the operational solution that will bring the data to a storage or processing facility controlled by the statistical organisation. This includes technical (network, file transfer, data capture, web scraping, etc.) as well as organisational (monitoring, verification, etc.) aspects. Some modification treatments can be applied to facilitate data integration, such as filtering, transcoding, normalisation, translation, codification, etc.

46. The Data Ingestion capability is very connected to the Metadata Management capability. First, it is important to capture metadata about the structure, quality, provenance of the data, and about the ingestion process itself. Second, metadata can be used in an active way in the data ingestion process, for example for the automatic generation of collection instruments or of parts of the ingestion process.

**Conceptual Building Blocks**

47. The conceptual building blocks for the Data Ingestion capability are:

- Channel Management
- Channel Configuration
- Data Provider Management (e.g. Respondent, Admin register owner)
- Operate & Monitor Channels
- Data Storage

**Logical Building Blocks**

48. The logical building blocks for the Data Ingestion capability are:

- Channel Management
  - Create, maintain and withdrawing (data collection) channels
  - Generate metadata describing new channel
- Channel Configuration
  - Configure channel for specific data streams (for instance surveys)
  - Generate metadata to describe dataset types (data streams)
- Data Provider Management
  - Securing data (establishing contracts, legislatively securing data provision, etc.)
  - Case Management: ensuring data provider agreements are being executed, in a timely fashion, for each scheduled delivery.
- Operate & Monitor Channels (a channel can be an interviewer; in that case, it consists on assessment, training, assignment, etc...)
  - Operate & Monitor Channel
  - Managing capacity
  - Generate basic operational metadata/paradata about the individual datasets
- Data Storage
  - Load, search, access
  - Provision space for data
  - Manage authorisation

**B. Data Integration**

**Summary**

49. The ability to connect/integrate different data sets in order to create a coherent set of information.
Description

50. Data integration is a key capability of the target architecture supporting our ability to fulfill information needs from different and existing sources.

51. It is supported by:

- Metadata-driven (schema-driven) data discovery within sources
- Data mash up and blending of heterogeneous sources (dataset, relational data bases, data warehouses, Big Data, Linked Open Data) using different techniques
- Transformation/normalisation of data available in different format : e.g. a unstructured format (Mongo DB); structured (Relational Data Base)
- Access and connection to sources APIs independently from their location (local/remote/cloud environments)
- Agile acquisition/processing and delivery data workflows with automation / batch features
- Agile data modelling and structuring allowing users to specify data types and relationships
- Generation of semantic models and ontologies

Conceptual Building blocks

52. The conceptual building blocks for the Data Integration capability are:

- Conceptual alignment
- Record linkage
- Statistical matching (deterministic and probabilistic)
- Load integrated data
- Validate/cleansing of loaded data
- Load referential and process metadata
- Variable reconciliation
- Transform data/metadata between different sources for integration purposes
- ETL (Extraction/Transformation/Loading) functionality designing data integration/fusion jobs

Logical Building blocks

53. The logical building blocks for the Data Integration capability are:

- Conceptual alignment
  - Access Unitary Metadata System to retrieve structural metadata
  - Concept and semantic mapping
- Record linkage
  - Intra-source deduplication
  - Apply decision model
  - Human review possible matches
- Load integrated data
  - Apply the transformations to the integrated
- Variable reconciliation
  - Variables profiling
  - Editing integrated data
  - Apply a reconciliation method
- Validate loaded data
  - Apply a validation method
- Load Referential/process metadata
  - Update Unitary metadata system

C. Data Transformation

Summary

54. The ability to transform raw data stored within the organisation to make them correct and usable for statistical production.

Description

55. Data Transformation is the ability to transform data (already digested and stored within the organisation) in a format that is (re-)usable for the provisioning capability. During the transformation process, the data can be cleansed, reformatted, harmonised, enriched, and validated. Data transformation allows the mapping of the data from its given format into the format expected by the appropriate application. This includes value conversions or translation functions, as well as normalising numeric values to conform to minimum and maximum values.

56. Data cleansing or data cleaning is the process of detecting and correcting (or removing) corrupt or inaccurate records from a data set and refers to identifying incomplete, incorrect, inaccurate or irrelevant parts of the data and then replacing, modifying, or deleting the dirty or coarse data. Data cleansing may be performed interactively with data preparation (data wrangling) tools, or as batch processing through scripting. The actual process of data cleansing may involve removing typographical errors or validating and correcting values against a known list of entities. Data Cleansing will not change the data model.

57. Reformatting is often needed to convert data to the same (standard) type. This often happens when talking about dates or time zones.

58. Harmonisation of the data is the process of minimising redundant or conflicting dimensions that may have evolved independently. Goal is to find common dimensions, reduce complexity and help to unify definitions. For example, harmonisation of short codes (st, rd, etc.) to actual words (street, road, etc.). Standardisation of data is a means of changing a reference data set to a new standard, ex, use of standard codes.
59. After cleansing and reformatting, a data set should be consistent with other similar data sets in the system. The inconsistencies detected or removed may have been originally caused by user entry errors, by corruption in transmission or storage, or by different data dictionary definitions of similar entities in different stores. Data cleansing differs from data validation in that validation almost invariably means data is rejected from the system at entry and is performed at the time of entry, rather than on batches of data.

60. Data Validation may be strict (such as rejecting any address that does not have a valid postal code) or fuzzy (such as correcting records that partially match existing, known records). Validation of data quality (no impact on data model and data). The result will mainly produce quality indicators. Data Validation will not change the data model. Some data cleansing solutions will clean data by cross checking with a validated data set.

61. A common data cleansing practice is data enrichment (aka enhancement), where data is made more complete by adding related information. For example, appending addresses with any phone numbers related to that address. Data Enrichment can change the data model.

62. The required capability includes:
   - Clean the data to preserve internal coherence of data: correcting input errors, checking duplicates, imputing missing data, verify and correct data formats, checking inconsistent data and unaccepted values
   - Check the coherence of data with data definitions coming from metadata system used in the organisation
   - Check the harmonisation with classifications coming from national and international standards, correcting and imputing the right values
   - Support the Process phase of the GSBPM by allowing for general data processing: creation of new derived variables, use of standard codes
   - Define and create aggregations to be used for dissemination system
   - Code data coming from textual or non-structured sources, looking up data from classifications and codelists
   - Match data from different sources, standardising codes (ref Data Integration)
   - Reduce the amount of data, filtering rows and selecting columns
   - Alter the data following security or statistical significance reasons
   - Ensure consistency synchronising data between different repositories

**Conceptual Building Blocks**

63. The conceptual building blocks for the Data Transformation capability are:
   - Data Transformation
   - Data Harmonisation
   - Data Cleansing
   - Data Enrichment
   - Data Validation

**Logical building blocks**

64. The logical building blocks for the Data Transformation capability are:
   - Data Transformation
     - Formatting data following standards and/or external archives and/or metadata
     - Editing data that shows errors like: missing values, duplicates, wrong codes
     - Imputation of missing values
     - Cleansing the data from wrong values
     - Filtering of rows
     - Selection of columns
   - Data Harmonisation
     - Coding and Decoding of datasets to make them comparable and linkable
     - Weighing, Fitting, Seasonal Correction
   - Data Cleansing
     - Data Editing: Correcting data with help of validated data sets
     - Duplicate elimination: Duplicate detection requires an algorithm for determining whether data contains duplicate representations of the same entity. Usually, data is sorted by a key that would bring duplicate entries closer together for faster identification
     - Parsing: for the detection of syntax errors. A parser decides whether a string of data is acceptable within the allowed data specification. This is similar to the way a parser works with grammars and languages.
     - Statistical methods: used to handle missing values that can be replaced by one or more plausible values, which are usually obtained by extensive data augmentation algorithms.
   - Data Enrichment
     - Data Enhancing: adding new data to existing datasets by joining data with other datasets.
     - Data Aggregation: moving from elementary (micro) data to aggregated (macro) data
     - Derivation: deriving new variables from existing ones
   - Data Validation
     - Validity checking: The degree to which the measures conform to defined business rules or constraints (see also Validity (statistics))
     - Accuracy checking: The degree of conformity of a measure to a standard or a true value
     - Checking on Completeness: The degree to which all required measures are known
     - Consistency checking: The degree to which a set of measures are equivalent in across systems
     - Uniformity checking: The degree to which a set data measures are specified using the same units of measure in all systems
     - Check data on following security or statistical significance reasons

**D. Provisioning**

**Summary**

65. The ability to make data and metadata available to authorised internal and external users and processes. The required capability is:
- Metadata-driven access to data sets, for example APIs or through a data catalogue (provided via the metadata management capability)
- Providing direct access to data through data analysis tools or APIs or query languages
- Access and disseminate data using open standards

Description

Metadata-driven access to data sets

66. The available data needs to be findable by using a data catalogue that provides an identifier that gives access to the referenced data set. The data catalogue capability is covered by the metadata management capability. The information provided by the Provision capability should be enough to access the data sets via tools or machine-to-machine interfaces. All data sets should be findable based on their metadata. The overview of all found relevant data sets should be ranked to distinguish the most relevant from the less relevant data sets.

Providing direct access to data through data analysis tools or APIs or query languages

67. This capability makes it possible to access data through analysis tools (e.g. statistical analysis, data preparation, visualisation, dashboarding, business intelligence) using standard protocols (e.g. ODBC, JDBC, web services (SOAP / Restful)) or through APIs or using standard query languages like SPARQL or GraphQL. This also includes a description of the used/needed authentication and authorisation to access the data sets and the selection and filtering options to retrieve the data.

Providing access to data using open standards

68. Standards for accessing data e.g. open standards. All data should be (if applicable) accessible for external parties using open data standards. Public data should be freely available to everyone to use and republish as they wish, without restrictions from copyright, patents or other mechanisms of control. For data exchange, the OData protocol is recommended. In computing, Open Data Protocol (OData) is an open protocol that allows the creation and consumption of queryable and interoperable RESTful APIs in a simple and standard way.

Enforcing security

69. It must be possible to enforce security on all data sets; the building blocks to make this possible are described in 5.8 - Security and Information Assurance (Current work version). Reduce quantity of data following security or statistical significance reasons.

Conceptual Building Blocks

70. The conceptual building blocks for the Provisioning capability are:

- **Data Preparation** is the act of preparing (or pre-processing) "raw" data or disparate data sources into refined information assets that can be used effectively for various business purposes such as analysis. Data Preparation is a necessary, but often tedious, activity that is a critical first step in data analytic projects. It is in fact similar to data transformation but plays at the (end) user side.
- **Data Visualization** is viewed by many disciplines as a modern equivalent of visual communication. It involves the creation and study of the visual representation of data, meaning "information that has been abstracted in some schematic form, including attributes or variables for the units of information". A primary goal of data visualisation is to communicate information clearly and efficiently via statistical graphics, plots and information graphics.
- **Data Analysis** is a process of inspecting and modelling data with the goal of discovering useful information, suggesting conclusions, and supporting decision-making. Data analysis has multiple facets and approaches, encompassing diverse techniques
- **Data dissemination** is the distribution or transmitting of statistical, or other, data to end users. The exchange of data should preferable be done using open standards. SDMX (stands for 'Statistical Data and Metadata Exchange') and Data Documentation Initiative (DDI) are standards that should be considered in this context.
- **Search & Explore** is the ability to search and explore data sets based on their metadata. For this, the access to the data is not strictly necessary, as long as all metadata is accessible. In addition to finding the most relevant data sets, the ranking of these data sets is also essential so that the user can easily distinguish the relevant (important) data sets from the less relevant data sets. For exploring the data, a quality indicator is also invaluable.

Logical Building Blocks

71. The logical building blocks for the Provisioning capability are:

- **Data Preparation**
  - Cleansing
  - Imputation
  - Joining
  - Conversion
  - Reformatting
  - Aggregation
  - Sorting
- **Data Visualisation**
  - Tables
  - Different charts
  - Info graphics
  - Dashboarding
  - Scorecarding
- **Data Analysis**
  - Regression
  - Correlation
  - Trends analyses
E. Metadata Management

Summary

72. The ability to record, maintain, validate and query at the semantic level all metadata relevant to the statistical organisation, and connect them with data sets.

Description

73. Metadata has a dual aspect in the framework of a data architecture. On one hand, metadata is data, and as such all the capabilities and building blocks defined in CSDA apply to metadata. On the other hand, metadata has a special status since it conveys all the context needed to understand the data: without metadata, data is useless. Therefore, metadata represents a particularly valuable type of data, and is actually the organisation's most precious asset.

74. Metadata lives at the semantic level, and thus specific features apply to its management. Particularly relevant aspects for metadata are:

- semantic consistency
- conformance to standards
- actionability

75. Semantic consistency means, for example, that metadata is precisely defined according to a well-known modelling framework, and that coherent naming rules are established and applied throughout the organisation. This could require specific skills and organisational measures.

76. Conformance to standards is a good way to achieve semantic consistency, since standards usually undergo collaborative production processes that confer them a high quality level. It is also essential to interoperability between organisations, notably at an international level. It may be useful for statistical organisations to participate in the governance of the standards that they use.

77. Actionability is an important characteristic of metadata. It means that metadata is not only documentation, but that it is used actively in the statistical production process. For example:

- Descriptive metadata used for generating parts of the statistical process or given tools like data collection instruments.
- Discoverability metadata used to localise and access data sets, as mentioned in 5.4 – Provisioning

78. Actionability usually implies that metadata is stored in specific machine-actionable formats, which requires particular expertise.

79. Specific attention must be given to metadata for data coming from external sources, like Big Data. In this case, metadata must be obtained in collaboration with data provider, trying to set up common standards and vocabularies.

Conceptual Building Blocks

80. The conceptual building blocks for the Metadata Management capability are:

- Data-metadata linkage
- Metadata integrity
- Metadata creation and editing
- Metadata storage
- Metadata access
- Metadata discovery and search

Logical building blocks

81. The logical building blocks for the Metadata Management capability are:

- Data-metadata linkage
  - Create links between metadata and data
  - Maintain those links
  - Navigate (in both directions) on those links
- Metadata integrity
  - Enforce integrity of data as defined in the metadata.
- Metadata creation and editing
  - Create and edit metadata in conformity with the organisation wide metadata model
- Metadata storage
  - Persist metadata
  - Safeguard against loss
  - Restore if necessary
- Metadata access
F. Data Governance

Summary

82. The ability to manage the life cycle of data through the implementation of policies, processes and rules in accordance with the organisation's strategic objectives.

- Allocation of ownership and stewardship roles around the data
- Data sensitivity classification
- Security and access policies management
- Data Quality management
- Retention management
- Usage and performance monitoring
- Business Continuity / Disaster Recovery

Description

83. One of the main aims of data governance is to ensure that the data has consistency and that it is trustworthy. It is important that the allocation of the ownership and stewardship need to be maintained through implementing a data governance framework, this involves defining the owners or custodians of the data assets in the enterprise. This role is called data stewardship. The data sensitivity classification is key step to building a secure organisation. Classifying the data is the process of categorising data assets based on nominal values according to its sensitivity (e.g. impact of applicable laws and regulations).

84. Security is a capability that is closely linked to data governance; this is described in more detail in another capability (see 5.8 Security and Information Security). However, data governance has a responsibility to manage aspects of the policies relating to security and access.

85. The quality of statistical data is also of paramount importance, as poor quality data will undoubtedly inflict reputational damage upon the organisation. Therefore, it is imperative that quality management processes and controls are applied at all appropriate stages of processing. Data Quality management should ensure that the appropriate quality framework is used to guide these controls. As well as the possibility of reputational damage, poor data quality management could also affect the reliability of business analytics and business intelligence reporting.

86. Data retention management defines the policies of persistent data and records management for meeting legal and business data archival requirements. These policies should outline the criteria for archiving data (which would probably be quite numerous, considering the numbers and types of datasets managed by statistical organisations), and the processes for managing historical data.

87. The usage and performance monitoring need to include data logging and visualisation tools that can monitor and analyse network performance, usage patterns. The data should always be hosted in secure environment relevant to the correct security qualification of that unique data set, these facilities can be on-premise, hybrid or in the Cloud, all with an approved back up and business continuity policy.

88. The effort and resource put into business continuity and disaster recovery will normally be appropriate to the risk presented by the loss of the data in question. For example, if there is loss of data for a particularly important financial indicator which prevents publication at the appropriate time, the impact on not only institutional reputation, but also on the international financial markets themselves could be extreme – therefore, in this situation, business continuity is extremely important.

Conceptual Building Blocks

89. The conceptual building blocks for the Data Governance capability are:

- Define use cases for different category of users
- Common data models
- Data Backup
- Data flows
- Defining and managing roles for data
- Managing data quality
- Data retention
- Data sharing

Logical Building Blocks

90. The logical building blocks for the Data Governance capability are:

- Define use cases for different category of users:
  - Grant access
  - Define views
  - Profiling users
- Common data models:
  - Data restructuring
  - Data versioning
  - Data reorganisation
- Data Backup:
• Saving data
• Restoring data
• Defining backup strategies

• Data flows:
  • Defining
  • Managing
  • Monitoring

• Defining and managing roles for data:
  • Owner
  • Steward
  • Custodian

• Managing data quality:
  • Defining indicators for data quality
  • Checking and monitoring indicators

• Data retention:
  • Define policy for historical data management,
  • Historical data maintenance

• Data sharing:
  • Provide knowledge about data availability to improve reuse (metadata?)

G. Provenance and Lineage

Summary

91. The ability to manage and obtain provenance and lineage of data.

Description

92. Official Statistics will increasingly use data from different sources (both corporate and external). In order to be able to assess the quality of the data product built on these data, information on data’s origin is required. The provenance and lineage data can be information on processes, methods and data sources that led to product as well as timeliness of data and annotation from curation experts.

93. Provenance is information about the source of the data and lineage is information on the changes that have occurred to the data over its life-cycle. Together they both provide the complete traceability of where data has resided and what actions have been performed on the data over the course of its life.

94. This capability entails the recording, maintenance and tracking of the sources of data, and any changes to that data throughout its life-cycle, in particular it should include date/timestamps, and who/what carried out the changes.

95. World Wide Web Consortium (W3C) provides an ontology to express provenance and lineage data.

Conceptual Building Blocks

96. The conceptual building blocks for the Provenance and Lineage capability are:

  • Defining the content and recording of data provenance and lineage e.g. provider, conditions, licences, transformation, use and reuse
  • Querying and tracing all the changes made to the data: user, date/time, before/after images,
  • Querying usage and impact: trace the impact of a change to a datasets on other datasets and products

Logical Building Blocks

97. The logical building blocks for the Provenance and Lineage capability are:

  • Defining provenance/lineage model
  • Tracking automatically provenance/lineage information
  • Accessing and querying the provenance and the lineage of a data item
  • Defining and obtaining provenance and lineage information for data obtained by combining data sources different data models (e.g. corporate data and semi-structured web data)
  • Audit Trail

H. Security & Information Assurance

Summary

98. Security and Information Assurance is the ability to grant security and continuity to the information system, and will provide the following controls:

  • Granting access to authenticated and authorised users and successfully deny access to all others
  • Applying security to data in transit and at rest, to an appropriate level in line with the relevant official security classifications and Privacy Impact Assessments (if applicable)
  • Ensuring the preservation of the integrity and availability of data
  • Ensuring the business continuity of the system, putting in place the capability to overcome temporary problems and ensuring the availability of alternative sites in the event of a disaster
  • Detecting hardware and software errors and bring the system back to a consistent state
Managing security rules, also in connection with external systems providing data (either administrative sources or Big Data)

- Monitoring user actions to identify security breaches
- Providing intrusion detection and intrusion prevention to the hosted infrastructure
- Protecting user privacy
- The use of data encryption techniques where applicable.

Description

99. The provision of Information Assurance and Security in an ever changing statistical data world has to be fluid. This is due to the changing IT landscape with an ever increasing drive to Big Data.

100. The fundamental ethos for Security and Information Assurance to protect the confidentiality, integrity and availability of data remains unchanged, regardless of the sources of the data.

101. It is important that the security of the statistical organisation engenders trust from the stakeholders, whether it be data suppliers (whose interest would be maintaining security of data which is probably confidential), or data consumers (who would be interested in the integrity and quality of the data).

102. With increased access to sources of Big Data, and forging partnerships with other public and private organisations, security is essential. Working with big data is becoming ever more important to national and international statistical systems for fulfilling their mission in society.

103. In order to advance the potential of official statistics, statistical organisations will need to collaborate rather than compete with the private sector. At the same time, they must remain impartial and independent, and invest in communicating the wealth of available digital data to the benefit of stakeholders.

104. Each of these will have their own inherent security risks associated with them, and each must have the appropriate security controls applied to them. The use of a series of data zones with various levels of security controls can help to cater for the variety of requirements and needs of the different datasets.

105. A major objective of IA and security is to facilitate access to Big Data sources as input into official statistics production. As these sources have their own potential security risks associated with them (e.g. unknown provenance, unknown virus status etc.), particular care needs to be taken to ensure the appropriate level of security controls are applied.

106. Where data is being shared with other organisations, there will be a need to provide assurance that the statistical agency will protect shared data to an acceptable level. This assurance can be facilitated by forming partnerships with the other organisation(s), whether they are public or private sector organisations, and setting up some form of service level agreements where the security controls to be applied to the datasets in question can be agreed.

107. Other data security risks can be realised when data from different sources is matched and linked, especially when applied to person information.

108. Additionally, data should undergo disclosure checking where there is a risk of revealing information about an individual or organisation, especially where, for example, it could lead to detriment to the individual, or commercial damage to a business. This is particularly important for data that is being prepared for publication or dissemination.

109. There will be a need for data to undergo stringent checks when it is being brought into an organisation, regardless of its source and method of ingestion (e.g. streaming, batch, etc.). Multi-AV scanning should be adopted to reduce the risk of infection by viruses.

110. It is important that security and information assurance needs to be considered in the context of the data stored and used by the statistical organisation all through the statistical process.

Conceptual Building Blocks

111. The conceptual building blocks for the Security and Information Assurance capability are:

- **Authentication**: The substantiation of the identity of a person or entity related to the enterprise or system in some way.
- **Authorisation**: The definition and enforcement of permitted capabilities for a person or entity whose identity has been established.
- **Audit**: The ability to provide forensic data attesting that the systems have been used in accordance with stated security policies.
- **Assurance**: The ability to test and prove that the data architecture has the security attributes required to uphold the stated security policies.
- **Availability**: The ability to keep data despite abnormal or malicious events.
- **Asset Protection**: The protection of information assets from loss or unintended disclosure or use.
- **Administration**: The ability to add and change security policies, add or change how policies are implemented in the enterprise, and add or change the persons or entities related to the data access.
- **Confidentiality**: The ability to apply a set of rules limiting access to certain types of information

Logical Building Blocks

112. The logical building blocks for the Security and Information Assurance capability are:

- Authentication
  - Maintain Authentication
- Authorisation:
• Maintain security classification of data objects
• Maintain access of roles on security classification

• Audit:
  • Create Logging
  • Maintain Security Policies

• Assurance:
  • Monitor security attributes required to uphold the stated security policies.
  • Monitor data availability during different events (can be abnormal / malicious)

• Availability:
  • Monitor assets on unintended disclosure
  • Monitor assets usage

• Asset Protection:
  • Monitor security policies (add or change how policies are implemented in the enterprise.)
  • Maintain user list
  • Maintain Role membership of users
  • Ensure separation of duties

• Administration:
  • Maintain risk catalog
  • Train users on organisation's attitude and tolerance for risk.
  • Identify Cyber threat
  • Provide expert IA and Security advice