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1. Introduction 
Background 

A machine learning (ML) model is built based on a set of data called “training 
data”. The premise and foundational assumption for machine learning 
applications in the real world is that the patterns the model has learned from 
such training data are valid in making a prediction as new data come in. 
However, ML models, even those build with the highest quality data and 
carefully engineered, start to decay over time.  

The model decay (also known as model drift) can occur for various reasons. 
First, the underlying phenomenon that is captured in the current data change 
over time. For example, as new types of jobs and products enter the market, 
new words can appear in the job descriptions of labour force surveys or in the 
product descriptions in web-scraped data. Hence the model may potentially be 
exposed to patterns it was not trained on. The changes can be gradual and 
isolated but also abrupt and extensive, as happened with market crashes and 
pandemics (e.g., word “covid” suddenly appears in abundance as the cause of 
illness or death). Systematic and structural change in the data can be introduced 
without any change in the underlying phenomenon, for example, through the 
change of data collection method. The model performance can decrease due to a 
cumulative effect of errors creeping into the prediction pipeline (e.g., undetected 
breakdown of a data transformation function for a specific feature variable).   

 

Context for the Statistical Organisations 

With growing demands for trusted information, rapidly developing and accessible 
technologies, and numerous competitors, the statistical organisations have been 
actively exploring the potential of the ML in its statistical production process. The 
promising areas range from automation of manual tasks, production of new 
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(UN ESCWA), Kimberley Flak (Statistics Canada) and Susie Jentoft (Statistics Norway). The views 
and opinions expressed in this report do not reflect the official view of the organisations 
mentioned. 
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statistical products based on big data and replacement of status-quo analysis 
methods with ML [1].  

The degradation of the ML model (i.e., a substantial decrease of the model 
performance) inevitably affects the quality of the statistical outputs that are 
based on the model predictions. Therefore, the model should be continuously 
monitored and re-trained as needed to maintain its performance. In this sense, 
the monitoring and re-training should be considered as a part of the quality 
management process needed for the application of ML.   

ML is a relatively new area of work in the statistical organisation and there is still 
a lack of experience with the ML models in production. This often leads to the 
low awareness and understanding of the importance of model monitoring and re-
training, making it even harder for the model to be accepted in production and 
to be trusted by stakeholders, creating a vicious cycle (Figure 1).  

As a public organisation and producer of official statistics, the adoption of new 
technology such as ML could take a long time in the statistical organisations. 
Many statistical organisations are trying to integrate the ML in the regular 
production process and structure. While the performance of the ML model (e.g., 
accuracy) might be a necessary condition for it to be deployed, it is by no means 
a sufficient condition. Without a proper plan to monitor and re-train the model in 
production, the model would not be accepted by end-users nor supported by IT. 

 

Figure 1. Vicious cycle around the ML model monitoring and re-training 

The probability distribution of data is often non-stationary in real world 
applications, and this creates an ongoing maintenance cost that is often hidden 
[2] or even overlooked. As with any quality assurance system, the monitoring of 
the model requires careful planning with engagement of multiple stakeholders. 
Procedure for monitoring and retraining as well as division of work among 
stakeholders (e.g., data scientists, IT experts; see more in Section 5) should be 
established before the model is deployed to production.  

 

Purpose of the Paper 

This paper aims to introduce core concepts in the domain of model monitoring 
and re-training and the methods developed to address them and discuss 
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practical issues and challenges that might arise. The focus of the paper is strictly 
around the work of statistical organisations and the context under which they 
operate, with a goal of increasing the awareness about the importance of model 
monitoring and re-training so that ML can be integrated in the regular work of 
statistical organisations in a sustainable manner.  

Implementing drift monitoring and model re-training in practice generates 
various issues. First, monitoring each type of drift incurs costs, hence statistical 
organisations have to understand which drifts are more relevant for the 
application area and even feasible to monitor. Also, a data generating process is 
usually stochastic with noise and it is natural to observe variation in the data 
and model performance to a certain extent. Therefore, the extent of change that 
is qualified as “drift” should be determined. Lastly, drift does not necessarily 
mean the model should be re-trained. The cost of re-training might be too 
expensive or estimates from the drifted model can be corrected without re-
training [14]. Hence, cost and benefits of different options should be evaluated 
before deciding the model re-training. Figure 2 shows the workflow and decision 
points around the drift monitoring and model re-training. 

 

Figure 2. Decision flows around drift monitoring and model re-training 

The rest of the paper is organised as follows: Section 2 introduces key concepts; 
Section 3 and Section 4 discusses monitoring and re-training in more depth with 
practical considerations from the perspectives of the statistical organisations. 
The overarching issues that cut across the workflow that should be addressed at 
a corporate level are examined in Section 5. The paper concludes in Section 6 
with concluding remarks and suggestions for future work. 
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2. Key Concepts 
ML algorithms can be broadly categorised into supervised learning, unsupervised 
learning and reinforcement learning [16, 17]. The environment in which the 
training dataset is provided can be grouped into offline learning (all learning 
instances are presented simultaneously) and online learning (instances are 
presented one at a time) [4]. Much work on ML model monitoring and re-
training focuses on the online setting applications where there is continuous data 
stream such as customer click and GPS data [5, 6]. However, statistical 
organisations are not usually a provider of a real time individual service based 
on a constant data stream. This is beginning to change, but currently most 
statistical products usually have a fixed periodicity (e.g., quarterly, monthly) and 
the sample data arrives or/and is processed in batches. Also, most ML 
application areas in the statistical organisations currently focus on supervised 
learning algorithms due to, for example, the difficulty of asserting any quality 
statements for the predicted results for unsupervised learning. For these 
reasons, this paper focuses on the supervised learning and offline setting as 
many ML examples in the official statistics field fall under this combination. 

Drift refers to a change in an entity with respect to a baseline. The “entity” can 
be the ML model itself, in which case the drift generally refers to a situation 
where the predictive performance of a model changes. The “entity” can also be 
the dataset on which the model was trained.  

To formalise the key concepts, let us denote 𝑋𝑋, a set of features and 𝑌𝑌, a target 
variable with a joint distribution 𝑃𝑃(𝑋𝑋,𝑌𝑌). For the supervised learning in a batch 
environment, we have a data set 𝑆𝑆 =  {(𝒙𝒙1,𝑦𝑦1), … , (𝒙𝒙𝑛𝑛, 𝑦𝑦𝑛𝑛)} of covariates and 
targets with an unknown mapping 𝑌𝑌 = 𝑓𝑓(𝑋𝑋) binding the former to the latter. A 
prediction model is then obtained as 𝑓𝑓𝑆𝑆. At the time of model development, the 
training set have both feature and target variable, but when the model is in 
production, we normally only have features and predicted target values: 

𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛 = {(𝒙𝒙1𝑛𝑛𝑛𝑛𝑛𝑛,𝑦𝑦�1𝑛𝑛𝑛𝑛𝑛𝑛), … , (𝒙𝒙𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑦𝑦�𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛)} = {�𝒙𝒙1𝑛𝑛𝑛𝑛𝑛𝑛,𝑓𝑓𝑆𝑆(𝒙𝒙1𝑛𝑛𝑛𝑛𝑛𝑛)� , … , �𝒙𝒙𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛,𝑓𝑓𝑆𝑆(𝒙𝒙𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛)�}   

In a typical machine learning problem setting, the aim is to predict the value of 
the target variable given the values of the covariates. For example, in a 
classification problem where the target variable 𝑌𝑌 takes one of the values 
𝑐𝑐1, … , 𝑐𝑐𝑘𝑘, the model 𝑓𝑓𝑆𝑆 assigns the category that has the highest conditional 
probability 𝑦𝑦�𝑗𝑗 = 𝑓𝑓𝑆𝑆(𝒙𝒙𝑗𝑗) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥𝑐𝑐𝑃𝑃�𝑠𝑠(𝑦𝑦 = 𝑐𝑐|𝒙𝒙𝑗𝑗). Hence, the degradation of the model 
means that the estimated conditional probability learned from data 𝑆𝑆, 
𝑃𝑃�𝑠𝑠�𝑦𝑦 = 𝑐𝑐|𝒙𝒙𝑗𝑗�, does not hold anymore. 

The “concept drift” is a change in the joint distribution (i.e., 𝑃𝑃𝑆𝑆(𝑿𝑿,𝑌𝑌) ≠ 𝑃𝑃𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛(𝑿𝑿,𝑌𝑌)) 
and “model drift” refers to a change of predictive performance of model 𝑓𝑓𝑆𝑆 
learned from training data set 𝑆𝑆 (i.e., 𝑃𝑃𝑆𝑆� (𝑌𝑌|𝑿𝑿) is not valid for making prediction 
for new data whose conditional distribution is 𝑃𝑃𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛(𝑌𝑌|𝑿𝑿)). Concept drift makes 
the pattern that the model learned from training data 𝑆𝑆 outdated. In this sense, 
concept drift can be considered as a cause and the model drift as an effect.  
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Other important terms in the field are feature drift, target drift and posterior 
drift. Using the Bayes theorem, the change of the conditional probability can be 
decomposed as below: 

𝑃𝑃(𝑌𝑌,𝑿𝑿) = 𝑃𝑃(𝑌𝑌|𝑿𝑿)𝑃𝑃(𝑿𝑿) 

Therefore, the concept drift can be attributed to feature drift which refers to a 
change of distribution of feature (also called “covariate drift”), target drift which 
refers to a change in the distribution of target variable 𝑌𝑌 and posterior drift 
refers to a change in the posterior distribution.  

In the literature, there are many terms describing drifts but with a lack of 
standard terminology established [3, 9, 23]. We will not go into details about the 
review or comparison of different terms (for the extensive review of taxonomy, 
see references aforementioned), but instead focus on four types of drift concepts 
with terms aforementioned. Table 1 summarises these concepts with examples 
under the scenario that an ML model is used for classifying job descriptions from 
survey data.  

 

Drift types Definition Example 

Model drift Change of the overall 
performance of 
model 

Model was deployed 2 years ago with accuracy 
95% and its accuracy has dropped to 75%  

C
on

ce
pt

 d
ri
ft

 

Posterior 
drift 

Change in the 
conditional 
distribution 𝑃𝑃(𝑌𝑌|𝑿𝑿) 

Word “PC” used to indicate “Police Constable”, 
so the job description that contained the word 
was likely to indicate the person was police, 
but these days “PC” more frequently used for 
“Personal Computers”.  

Feature 
drift 

Change of 
distribution of feature 
𝑃𝑃(𝑿𝑿) 

Word “data science” starts appearing more 
frequently in recent survey data 

Target 
drift 

Change of 
distribution of target 
variable 𝑃𝑃(𝑌𝑌) 

There are more computer related jobs in 
recent survey data 

Table 1. Types of drifts 

It is important to note that the occurrence of any of concept drift, feature drift, 
target drift or posterior drift does not necessarily lead to the model drift. For 
example, if the distribution of feature X change in a way that model is still valid 
(right side diagrams in Figure 3), the model performance would not decrease. 
Also, if concept drift happens only for the very rare class and affect the model 
performance only very marginally, the change of overall model performance 
would look limited while there are significant changes in performance for that 
particular class.  
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Figure 3. Drifts in regression and classification setting 

The drift can be related to a concept familiar in statistical organisations: 
representativity. It can be argued that there is actually no change in the 
underlying phenomenon, but rather, the data that was used to develop the ML 
model was simply not a representative sample (e.g., there was sampling bias in 
the data and a certain demographic category was not included in the data) [3]. 
Indeed, it might be hard to differentiate (or quantify the contribution of) a 
sampling bias from a true change in the population in practice without additional 
knowledge or research controlled over some period of time to rigorously identify 
the real cause of change. Whether the change was due to sampling bias or drift, 
however, model should still be monitored and re-trained if the change is 
unacceptable. Discussion on the representativity and quality of training data is 
beyond the scope of this report and in the rest of the report, it is assumed that 
the change was due to drift, rather than spurious error due to the poor quality of 
data (for more discussion on this topic, see [26]).  
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3. Drift Monitoring and Detection 
In [9], the monitoring and detection approaches are grouped into 4 types: data 
distribution-based, performance-based, multiple hypothesis-based and 
contextual-based. In this paper, we focus on two more prominent approaches 
(data distribution-based and performance-based), relating them to different 
types of drifts introduced in the previous section and discuss practical issues.  

 

3.1. Performance-based Approach 
The principal idea behind the performance-based approach is that if there is a 
drift and changes are introduced in the new data that had not been captured by 
the model then the model would not perform as well as it did. Therefore, this 
approach monitors performance metrics (e.g., accuracy) and requires a 
collection of true values of target variables {𝑦𝑦𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛}𝑖𝑖=1..𝑚𝑚 to be able to determine 
the error of the predicted values {𝑦𝑦�𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛}𝑖𝑖=1…𝑚𝑚. There have been many detection 
methods developed to address different types of scenarios with different 
strengths. In this report, three basic methods are explained (for the extensive 
review of performance-based methods, see [9]).                                                                                                                                                                                                                                        

 

Drift Detection Method (DDM) 

DDM [18] is one of early works on the drift detection and many subsequent 
methods were developed using DDM as a basis. DDM is often discussed in the 
context of streaming scenario where sample arrives one at a time, but the 
method is equally applicable for the batch scenario.  

Consider a set of records {(xi,𝑦𝑦𝑖𝑖)}𝑖𝑖=1,..𝑡𝑡. At each point, the error (i.e., yi ≠ 𝑦𝑦�𝑖𝑖) 
follows a Bernoulli distribution. DDM monitors error rate 𝑝𝑝𝑡𝑡 which follows a 
binomial distribution with its standard deviation st = �𝑝𝑝𝑡𝑡(1− 𝑝𝑝𝑡𝑡)/𝑡𝑡. DDM alarms 
for and detects drifts when 

𝑝𝑝𝑡𝑡 + 𝑠𝑠𝑡𝑡 ≥ 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 + 2 ∗ 𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 

𝑝𝑝𝑡𝑡 + 𝑠𝑠𝑡𝑡 ≥ 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 + 3 ∗ 𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 

respectively, where 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 are updated values when a new record is 
processed and 𝑝𝑝𝑖𝑖 + 𝑠𝑠𝑖𝑖 < 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚. DDM is available via python library such as 
scikit-multiflow. 

There are extensions and modifications of DDM. The Early Drift Detection Method 
(EDDM) [21] aims to address the difficulties of DDM in detecting gradual 
changes by introducing Hoeffding Drift Deviations Method (HDDM) uses 
Hoeffding’s inequality to detect drifts [25].  

 

Statistical Test of Equal Proportions Detection (STEPD) 

STEPD [19] is based on the well-known statistical hypothesis testing of two 
sample proportions. It compares the error rate at the time of the model 
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deployment 𝑝𝑝0 and that of the current period 𝑝𝑝𝑡𝑡. Denote 𝑛𝑛0 and 𝑛𝑛𝑡𝑡 as the size of 
samples at the deployment time and given time point t; and 𝑝𝑝∗ as the combined 
error rate ((𝑛𝑛0𝑝𝑝0 + 𝑛𝑛𝑡𝑡𝑝𝑝𝑡𝑡)/(𝑛𝑛0 + 𝑛𝑛𝑡𝑡). The test statistic with a continuation correction:  

(𝑝𝑝0 − 𝑝𝑝𝑡𝑡)− 0.5 � 1
𝑛𝑛0

+ 1
𝑛𝑛𝑡𝑡
�

�𝑝𝑝∗(1 − 𝑝𝑝∗) � 1
𝑛𝑛0

+ 1
𝑛𝑛𝑡𝑡
�

 

then follows the standard normal distribution. This statistic is monitored, and 
warning is activated when the p-value of the above statistics is below 
significance level set.  

Variations of STEPD extends this method, for example, using Fisher’s test 
instead of two sample proportions test [24]. Two-sample proportion test in 
STEPD is available via python library such as scipy.   

 

Adaptive Windowing (ADWIN) 

ADWIN [22] utilises the sliding window W with an adaptive size. It detects drifts, 
if there are two large enough sub-windows, W0,𝑊𝑊1, with sample sizes 𝑛𝑛0,𝑛𝑛1 
respectively, that have averages that are distinct enough:  

|𝑝𝑝0 − 𝑝𝑝1| ≥ 𝜖𝜖𝑐𝑐𝑐𝑐𝑐𝑐 = � 1
2𝑚𝑚

ln
4(𝑛𝑛0 + 𝑛𝑛1)

𝛿𝛿
 

where 𝑚𝑚 is a harmonic mean of 𝑛𝑛0 and 𝑛𝑛1 and 𝛿𝛿 is a user defined global 
permissible error. If drift is detected, the window size shrinks by removing 
records at the tail. A less conservative cut point and a more memory efficient 
method (ADWIN2) can be found in [22]. ADWIN is available via python library 
such as scikit-multiflow. 

 

Error Intersection Approach (EIA) 

Most work on drift consists of classification tasks where the target is categorical 
variables as remarked in [9, 23]. The Error Interaction Approach (EIA) [21] is 
developed for regression tasks. It was inspired by the paired learner method and 
utilises two models: a simple but reactive model that is quick to adapt to short-
term changes and a complex model that is stable but good for general structure. 
EIA compares the performance (e.g., root mean squared error) and switch 
between the models; thus, drift is detected when the error curves “intersect”.  

 

The performance-based approach inevitably creates non-negligible cost as 
human coders or experts are needed to prepare a new ground truth data. In the 
absence of ground-truth values, the monitoring of predicted values can be used 
as proxy ({𝑦𝑦�𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛}𝑖𝑖=1…𝑚𝑚). In the case of classification, the ML model often gives out 
a measure of uncertainty (probability of predicted category). The decrease in 
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these probabilities can signal a potential change as it means the model is 
becoming less sure about its prediction.  

In some organisations, the ML model is used as a supporting tool for humans 
[10, 11]. For example, when the ML is used for coding and classification, the 
model suggests the top 5 most likely codes and a human makes the final 
decision, so that ML facilitates the manual decision making as opposed to 
completely automating the decision process. In such an implementation 
scenario, the (formal or informal) feedback provides a valuable indication of a 
change in performance quality. Human verification is naturally a part of pipeline 
and the cost of collecting the ground-truth values might not be as high as 
starting over.  

The significance level that triggers the model drift (e.g., p-value in STEPD) 
should be defined in consultation with the business owners and end-users. Care 
should be taken when using the overall performance metrics as an indicator for 
drifts because the performance degradation for an individual class (when the 
target variable is categorical) or segment (when the target variable is 
continuous) may be not visible in the overall metric, in particular, when it is for a 
rare class (or a small segment).       

 

3.2. Data Distribution-based Approach 
Data distribution-based approaches compare the distribution of training data 
used for the development of the model with that of the new data. As it is often 
difficult and expensive to obtain the true values of the target variable 
{𝑦𝑦1𝑛𝑛𝑛𝑛𝑛𝑛,𝑦𝑦2𝑛𝑛𝑛𝑛𝑛𝑛, … ,𝑦𝑦𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛}, this is often done for input features (i.e., {𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑛𝑛} vs. 
{𝑥𝑥1𝑛𝑛𝑛𝑛𝑛𝑛,𝑥𝑥2𝑛𝑛𝑛𝑛𝑛𝑛, … , 𝑥𝑥𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛}). 

For the traditional data that statistical organisations have usually worked on, 
many features (input variables) take numeric values (e.g., age, income) or a 
limited number of categories (e.g., education level, gender). For these data 
types, the distribution of features can be formulated with contingency tables, 
histograms, empirical cumulative distribution and so on. Monitoring of the 
change of the distribution can be done through measures of distances between 
two distributions, for example, Kullback-Leibler Divergence or Hellinger Distance 
and testing such as Pearson’s chi-squared test or Kolmogorov-Smirnov test 
where applicable. One difficulty with a data distribution-based approach is that 
when the feature space is high dimensional, the number of feature combinations 
quickly grows. For multi-dimensional space, one can use Mahalanobis distance or 
Hotelling’s T distance (for a review of various distance measures, see [15]).  

While the theory of comparing distributions may be conceptually straightforward, 
the distribution of features can be often difficult to formulate in practice, in 
particular for new types of data. For the non-traditional unstructured data, it is 
not straightforward to establish even the feature space. Textual data, which is 
one of the most popular ML application areas in the statistical organisations, is 
an example of such data. In the text analysis, the raw data are texts written in a 
natural language (e.g., “I am a cook working at a restaurant” for job 
description).  
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For imagery data, which is another popular ML application area, the issue is even 
more complicated because the feature space may not be selected manually by 
the model developer, but by the model itself. The deep learning algorithms that 
are often used for imagery data analysis may extract and engineer features on 
their own.  

To apply ML algorithms, they are prepared and transformed into a vector space 
[1]. For example, if one uses the Term Frequency-Inverse Document Frequency 
(TF-IDF) method, the vector space is created from the word tokens. If a word 
embedding method is used, the vector space is determined by the embedding 
used. Therefore, compared to the case of traditional categorical or numeric data, 
the feature space is not set clearly. Therefore, one should first establish the 
quantitative feature space 

 

3.3. Comparison of the Two Approaches 
The performance-based approach measures directly the degradation of the 
model which is the ultimate purpose of the monitoring. The data distribution-
based approach can be trickier to establish a corporate-wide monitoring system 
as the method depends heavily on data type, data preparation methods and so 
on. As mentioned in Section 2, it can lead to false alarm (i.e., feature drifts 
happens but model drifts do not happen) [9].  

However, monitoring feature drift is still important even when the model 
performs well for several reasons. First, monitoring the input data is the first line 
of defence and provides a warning flag before the model performance changes 
noticeably. There might be changes in progress without manifesting as a 
decrease of prediction performance yet, in particular, when the performance 
measure is aggregated across different output labels.  Secondly, monitoring 
feature drift is important to ensure user trust. The end-users of the models are 
often those who have a close connection with data (e.g., subject matter 
experts). When there are noticeable changes, or even error, in the input data 
but the models are performing just as well, it raises questions about the model, 
solidifying the conception that ML model is a “black box”, which negatively 
affects the buy-in of the users. Lastly, monitoring of data distribution can help 
inform the decision as to which re-training approaches to take (see more in 
Section 4). 
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4. Model Re-training  
Re-training costs 

Once the model drift is detected, one should decide whether to retrain the model 
or not. While in the ideal situation, it would be always recommended to retrain, 
in practice, there are various financial non-financial cost factors that need to be 
considered.  

• The impact of the model drift can vary depending on the application 
areas and use cases of the ML model. For example, if the model is used 
for recommending most likely codes for human experts during 
intermediate processing, the impact might be more limited to a small 
increase of inefficiency in the production process. On the other hand, if 
the model is used directly for the final statistics (e.g., sentiment indicator, 
crop yield estimates), the drop of model performance affects the 
credibility of the statistics and hence that of the statistical organisations. 
As the credibility is non-negotiable value for the official statistics, in this 
case, the model needs to be retrained. Ideally, some kind of impact 
assessment would be carried out, by simulation or otherwise, to 
understand the sensitivity of produced statistics to errors in an ML model 
used as part of the statistical production process.  

• The resources needed for retraining should also be taken into 
consideration. Depending on the severity of the drift, and in the case that 
it cannot be automated, the retraining might require an involvement of 
data science and ML experts. As these skills are still rather limited in 
some statistical organisations, the experts would need to be pulled away 
from other projects they are working on to retrain the model. The 
retraining of the model might require involvement of staff in other areas 
as well, for example, an approval from the management or a clearance for 
deployment from IT. Obtaining a new data set for re-training could 
incur significant costs for the statistical organisations as it often requires 
human experts to label the data. In some cases, labels can be available 
before a need for re-training arising. For example, if human experts make 
the final decision based on the predictions made by the model, or if there 
are quality control processes where a set of model predictions is reviewed 
by human experts, the labels would be available.  

• Other potential costs include a risk of introducing changes in time series 
(e.g., when the model is used for the final statistics that are regularly 
released) and the disruption for production processes (e.g., when the 
model is used for intermediate processing).  

 

Re-training approaches 

There are several approaches for model re-training. If there are only non-
significant concept drifts (i.e., changes in the distribution of input data or label) 
but a significant model drift (i.e., changes in the prediction error), this may 
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indicate that the pattern learned from the data in the previous round do not hold 
anymore. The simplest approach would be to fix everything in the pipeline 
except model parameters (e.g., pre-processing processes, hyperparameters), 
and re-fit the model again with a new data set to obtain new model parameters. 
If the model performance does not increase after this, it may indicate that there 
might be issues with input data (e.g., the input features are no longer relevant 
for the prediction task). In such cases, feature engineering needs to be done 
again or new features should be collected. While the minimum goal of the re-
training is to meet the quality requirements originally defined by the user, it is 
possible that the nature of the task may change so that other metrics become 
more relevant, for example, increasing class imbalance may cause accuracy to 
be a poor measure. Ideally, retraining would maintain or improve the level of 
performance at the time of deployment. If performance cannot be recovered, 
one could also consider rebuilding the model altogether, e.g., by testing different 
ML algorithms.  

It is important to note that the re-training strategy should be discussed and 
established based on these cost factors and re-training options before deploying 
the model, not at the time when re-training is needed. Also, some costs can be 
avoided and reduced when planned in advance, for example, by establishing 
contingency plans in case of any issues with the models.  

 

  



 

13 
 

5. Cross-cutting Issues 
At the early stage of ML maturity, the development of a model is often given the 
attention and research is focused on experimenting different ML models to 
improve accuracy. However, just like any new capability2 in statistical 
organisations, an ML solution should be transferred to production and managed 
as a corporate support (i.e., cross-cutting activities required by the organisation 
to deliver its work programme efficiently and effectively3). Statistical capabilities 
have several dimensions: institutional setting, people, process, technology, 
information, standards, and method4. While all of these dimensions are crucial to 
work together to integrate ML into statistical organisation, we focus on three 
aspects that are particularly relevant to the model monitoring and re-training.  

 

Process - division of work 

The development of the ML solutions requires a multidisciplinary collaboration. 
The main expertise involved in the process can be grouped into four categories:  

• Data science expertise developing the machine learning model 

• Subject-matter expertise providing deep understanding of data and 
guiding the development the model 

• Statistical expertise designing the quality assurances (e.g., for training 
data, for validation of models)   

• IT experts providing a platform to host the model and developing 
necessary services for users to monitor models  

It is important to note that the level of involvement of each expertise changes 
over the stage of the development. For example, in the PoC development phase, 
the data scientists may be most involved in the training and testing the ML 
models based on the user needs. Information on infrastructure and any IT 
constraints should be taken into account. In the transition phase, the 
involvement of IT experts increases to put the solution in the production line. 
Statistical methodology expertise (e.g., sampling) is needed to develop quality 
control procedures. The set of monitoring metrics and courses of action (e.g., for 
a significant sustained drift, consider re-modelling, otherwise, take automatic 
retraining) should be set and clearly documented in collaboration between all 
those involved. In the production phase when, ideally, a hand-over of ML 
solution is completed, the role of data scientists becomes minimal, and it is 

 
2 Capability is defined as “an ability that an organization, person, or system possesses. Capabilities 
are typically expressed in general and high-level terms and typically require a combination of 
organization, people, processes, and technology to achieve” (TOGAF 9.1). Examples of capabilities 
in the context of works of statistical organisations include seasonal adjustments, data visualisation, 
risk management (https://statswiki.unece.org/display/DA/CSDA+2.0+-+X.+Capabilities).   
3 Generic Statistical Activity Model (GAMSO; https://statswiki.unece.org/display/GAMSO) 
4 
https://unece.org/fileadmin/DAM/stats/documents/ece/ces/2018/CES_10_E_Statistical_capacity_d
evelopment_strategy.pdf  

https://statswiki.unece.org/display/DA/CSDA+2.0+-+X.+Capabilities
https://statswiki.unece.org/display/GAMSO
https://unece.org/fileadmin/DAM/stats/documents/ece/ces/2018/CES_10_E_Statistical_capacity_development_strategy.pdf
https://unece.org/fileadmin/DAM/stats/documents/ece/ces/2018/CES_10_E_Statistical_capacity_development_strategy.pdf
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mainly the business owner and IT experts who are involved with using, 
monitoring and maintaining the solution in production.  

 

Figure 4. Change of roles across different stages 

From the organisational point of view, this change of involvement should be 
clearly understood, specified and agreed among all actors throughout the 
beginning to the end. With a growing number of machine learning projects, 
there will be increasing demand for the data science expertise to develop new 
models. Without proper division of work or plan for corporate support, data 
scientists would end up maintaining existing models as well as developing new 
models. With more and more experience accumulated, it is also important to 
standardise the process by capturing milestone points, core information needs at 
each point, and common templates for documentation. 

 

Information – metadata  

Metadata (data about data) has historically played an important role in the 
statistical organisation as its main business is the production of statistical data. 
Metadata contain information on quality and structure of data, methodology 
used for the analysis or administrative details that help users to understand the 
data.  

With a growing need for digital information, metadata has now come to mean 
any descriptive information about some objects of interest [13]. Considering the 
ML model as the object of interest, any information that is needed to understand 
the model can be seen as its metadata. Metadata for a model foremost should 
contain details on the model itself (e.g., model version, developer(s), 
performance metrics at the time of deployment, hyperparameters used), but 
also include information on the data used (e.g., data lineage, data owner) and 
the pipeline that generated the model (e.g., pre-processing) as both input data 
and processes that generated the model could have a great influence on the 
model.  

Just like with statistical data, the metadata could make the models more 
transparent and re-usable. Having a minimal set of metadata and proper 
documentation of this information is particularly critical for model monitoring 
and retraining as they take place after the initial model development (sometimes 
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after few months or years) and are conducted by those who were not involved in 
the model development. Models without proper documentation are not 
reproducible, hence model metadata is an important element for the responsible 
use of ML. During the transition period, the set of metadata needed for the 
selected monitoring and re-training methods (see Section 3-4) also needs to be 
set up. For example, if a data distribution-based approach is used, one would 
need the distribution metrics corresponding to features and combinations of 
features as agreed to monitor. ML lifecycle management platform services that 
provide a registry that captures information on models and relevant artifacts 
automatically could streamline the collection and management of the metadata.   
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6. Conclusion  
ML models are developed based on data, and once deployed, they start decaying 
over time as the underlying phenomenon changes. With statistical organisations 
expanding the scope of ML applications and trying to move the ML solutions into 
production, it is important to take into consideration the monitoring and re-
training as parts of the governance and maintenance plan for the ML model. 
Continuous monitoring and re-training are also an important principle of ML 
Operations (MLOps)5 which aims at facilitating the productionisation of ML 
models. With the process steps related to ML being automated, the manual 
intervention is minimized and retraining can also be triggered and performed 
automatically when the MLOps automation level is sufficiently high.  

In the official statistics community, there are more and more organisations 
investigating this topic6. The further works on how to implement the monitoring 
and re-training system and connect them to other components in a broad ML 
infrastructure and environment would be needed (for more discussion on ML 
environment, see [27]).  

  

 

  

 
5 MLOps defined as “a paradigm, including aspects like best practices, sets of concepts, as well as 
a development culture when it comes to the end-to-end conceptualization, implementation, 
monitoring, deployment, and scalability of machine learning products” 
(https://arxiv.org/abs/2205.02302) 
6 See, for example, model monitoring experiments from UK Office of National Statistics: 
https://github.com/ONSBigData/drift_detection_model_retraining/blob/main/Concept%20Drift.ipy
nb  

https://arxiv.org/abs/2205.02302
https://github.com/ONSBigData/drift_detection_model_retraining/blob/main/Concept%20Drift.ipynb
https://github.com/ONSBigData/drift_detection_model_retraining/blob/main/Concept%20Drift.ipynb
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