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Impact with AI

Partners: Ministery of Internal Affairs, municipality of Amster-
dam, VNG, CodeForNL

Fair Algorithms project:
— Research projects

— Master thesis Fairness by Archiving August 2019
— CBS Working paper Fair Algorithms in Context April

2020
— Article Improving Fair Predictions Using Variational

Inference In Causal Models August 2020
— Starter kit login (starter, I3dcRb2) will be hosted by

Utrecht Data School
— Dashboard (tab ‘Dashboard’ in Starter Kit)
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https://scripties.uba.uva.nl/search?id=c3040418
https://www.cbs.nl/nl-nl/over-ons/innovatie/project/fair-algorithms-in-context
https://arxiv.org/abs/2008.10880
https://arxiv.org/abs/2008.10880
https://testdashboards.cbs.nl/v3/starterskit/


Need for fair algorithms

Figure: Veenstra et al. (2019). Quick Scan AI in de publieke dienstverlening. TNO
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Fair data
Types of biases

1. Sample bias: model trained on white males
2. Exclusion bias: unable to measure important information
3. Measurement bias: e.g. multiple camera types for image recognition
4. Recall bias: wrong labels (type of measurement bias)
5. Observer bias: confirmation bias
6. Association bias: feedback-loops

Reality

Observable data

Perceived data

Used data

Figure: Context of fair data
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Racial bias: problem?

Distinguish gender

Undesirable

E.g. fraud detection

Desirable

E.g. medical research

Fairness: results should not be dependent of sensitive attributes.

Fairness criteria for binary classification:
Let �̂� be the predicted label, 𝑌 the true label, 𝑋 features, 𝐴 sensitive attribute, 𝐶 = 𝑓(𝑋, 𝐴).
— Equalized odds: ℙ0[𝐶 = 𝑐|𝑌 = 𝑦] = ℙ1[𝐶 = 𝑐|𝑌 = 𝑦] ∀𝑐, 𝑦 ∈ {0, 1}

— Predictive rate parity: ℙ0[𝑌 = 𝑦|𝐶 = 𝑐] = ℙ1[𝑌 = 𝑦|𝐶 = 𝑐]

— Counterfactual Fairness: ℙ[𝐶𝐴←0 = 𝑐|𝑋, 𝐴 = 𝑎] = ℙ[𝐶𝐴←1 = 𝑐|𝑋, 𝐴 = 𝑎]
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Conclusion

Most important elements:
— Data awareness (quality, context, observation methods)
— Domain knowledge
— Criteria for (individual) fairness
— Performance trade-off: racial bias versus utility

Future research:
— Communication internal and external
— Interaction with policy
— Examples of ethical data projects
— Continue research into fair AI
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