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Motivation

* To address the representativeness of Big Data by using mass
Imputation

* To improve small area estimation using Big data

* To allow for optimum survey estimation in multi-purpose surveys by
* applying the machine learning Algorithm for the prediction (imputation)
* by minimising the prediction error and
* by keeping the relationship between response variables intact



Problem Description

- let, U is the finite population
- B is the big data sample

- Ais the survey data sample C
- Cisthesetin U, butnotin B

- OQur aims are to:

- predict the data points in set C in such a way that the totals of predicted values will
match some pre-determined control total eg the Regression Data Integration (RDI)
total as described in the “Mining for the New QOil for Official Statistics” paper by Siu-
Ming Tam; and

- maintain the relationship between the response variables.

- Forhthis project, we assume B has no measurement errors, when compared
with A

- We illustrate our methods using a simulated data set




Simulating the Data

* 1000 data points in U with 6 auxiliary variables X and 6 Response
variables Y as outlined below:

variable

1 Normal distribution Continuous

Auxiliary variables

x1 ~ uniform (0,1)

p More complex regression Continuous

More complex regression with Continuous
positive skew

A Bernoulli Trail with Categorical
probability of Success related to
geographical area(i.e: whether

pineapples are grown indicator)

A Mixture model- (i.e: if the Continuous
farm grows pineapples — the

amount is given by a normal

distribution)

Coin Toss- Categorical

x2 ~ normal (u2, var(x2))
x3 ~ Bernoulli(p=0.5)

x4 ~ Bernoulli (p=0.25)
x5 ~ uniform (0,1)

x6 "geographic identifier" : split x1 into quartiles to
create 4 "geographic areas"

Source: Feasibility Simulation Study of regression Data Integration and Constrained Imputation, Susan Shaw, Susan Fletcher, December 2019, ABS
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Simulating the Data

* Set A: Sample A or the 'survey' - fixed at 25% of population size (250
data points)

* Set B: not missing at random, a true bias scenario 2607 data points

x2<u2 60% 80%, if yl1>mean y1, twice as likely to be sampled

Suppose, X data points satisfied this condition, we will take 80%
(156 data points) of them—S

So, n1+n2=S and

n1/N1=2.n2/N2

N1= no.of data points where y1>mean Y1

N2= number of data points where yl<= mean Y1

(199 data points)(n1=25,n2=174)
70% 35% if y1>mean y1, twice as likely to be sampled

(158 data points) (94 data points)(n1=12,n2=82)

Source: Feasibility Simulation Study of regression Data Integration and Constrained Imputation, Susan Shaw, Susan Fletcher, December 2019, ABS

APR Intern ABS, 2020



KNN Algorithm steps

* We will use the KNN algorithm to predict the missing data points so that
the control total and the predicted total will remain the same.

* Find K such that the prediction error for the 6 response variables as a set is
smallest.

* Divide A into training and test data set

* Test performance of K based on accuracy of prediction measures
» After applying feature selection where needed

* We use:
 the HasD distance metric to find the NN

 RMSE, f1 score for the accuracy metric for continuous and categorical data
respectively.



Optimum K Determination for continuous
variables for individual response variables

Y1 : Optimum k: 15 Y2 : Optimum k: 6
RMSE :0.52455 RMSE :0.45977

— 0 —
Lo /
0.9




Optimum K (Categorical Variables)

Y4 :Optimum k=5 Y6: Optimum k=19
F1 Score 0.60 F1 Score 0.57242

0.58

R — 0

0,60 - 0.56 -
0.58 1 0.54 -

0.52 -

0.50 -
0.52 - 0.48 -
0.50 1 0.46 -
0.48 7 \'/ 0.44 -
0.46 1 . . . 0.42 -
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Feature Selection

e Optimisation curves for Y3, Y4 and Y6 are not
entirely satisfactory so feature selection was
carried out

* Different set of features to obtain lowest RMSE
or Highest f1 score

* Graphs are generated for these different set of
features

* For Y3 x1,x2,x3,x4,x6( RMSE- 1.47)
* For Y4>x2,x3,x4,x5(f1 score -0.64)
* For Y6—>x1,x5 (f1 score -0.62)

Y3

Y4
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0.45 4

0.40
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Why do we need Optimum K for the set of 6
response variables?

* Want same donors for all 6 response variables, so the relationship between the
response variables are maintained — | call this “all in” donation

* We cannot have different K’s for different response variables, given the “all in”
donation condition. Need to find one K that gives the highest prediction accuracy
for all 6 variables — akin to local maxima and global maxima

* Assess the global prediction accuracy with the range of Ks for the local maxima

N2
* Rescaled Error (RE)= VOm ;) /N where y,,,=y; — ¥;

* Loss from not using local optima = | kth rescaled RMSE- optimum rescaled RMSE |

» Total loss for the set of 6 response variables = y1 rescaled RMSE diff+ y2 rescaled

RMSE diff + y3 rescaled RMSE diff - y4 f1 score diff+ y5 rescaled RMSE diff —y6 f1
score diff




Imum

Local loss = abs (kth rescaled RMSE- opt

Optimum K Determination

rescaled RMSE)
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Optimum K Determination:

o L | (0] (To] ™~
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Total
Loss

0.03134
0.017562
0.013112

0.00498
-0.02407

0.0354
-0.0005
0.024789
0.025311
0.025745
-0.01544
0.013198

0.02855

0.01751
-0.05135

0.04601

0.06836

0.04373

0.06292

0.00665

Total=y1 rescaled RMSE diff+ y2
rescaled RMSE diff + y3 rescaled
RMSE diff - y4 f1 score diff+ y5
rescaled RMSE diff —y6 f1 score
diff

K=12 = Lowest Total

APR Intern ABS, 2020




We also use a procedure to align the predicted
total to the RDI total, by using a weighted sum of

_ Old prediction using mean New Prediction using wi

Difference of Y1 total(actual total- -3.73625431 -6.02540240e-12

predicted total)

Difference of Y2 total(actual total- 23.95503429 -7.04858394e-12
Difference of Y3 total(actual total- -1.72088161 -4.04725142e-11
Difference of Y4 total(actual total- 4.83333333 -1.45661261e-13
Difference of Y5 total(actual total- 13.27609791 -6.25277607e-13
Difference of Y6 total(actual total- -14.58333333 -1.13686838e-12
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Box Plots

RDI KNN predictors Original data points
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Thank You All.



