
1 — U.S. BUREAU OF LABOR STATISTICS • bls.gov

Autocoding the Survey of Occupational 
Injuries and Illnesses

Alexander Measure

Présentateur
Commentaires de présentation
As the title suggests, autocoding is now new to the Survey of Occupational Injuries and IllnessesSomething we’ve been working on since 2012Something we’re now using very extensively to process our dataSo I thought I’d talk about the story of how we got hereHow we addressed some of the challenges we came up withSo let’s start from the beginningWhat is the SOII
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Survey of Occupational Injuries and Illnesses
Example Narrative
Job title: sanitation worker

What was the employee doing just 
before the incident?
mopping floor in gym

What happened?
slipped on water on floor and fell

What part of the body was affected?
fractured right arm

What object directly harmed the 
employee?
wet floor

Codes Assigned
Occup: 37-2011 (Janitor)
Nature: 111 (Fracture)
Part: 420 (Arm)
Event: 422 (Fall, slipping)
Source: 6620 (Floor)
Secondary: 9521(Water)
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Présentateur
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This is the SOIIMore specifically, one of the 300,000 written descriptions of work related injury and illness collected by the survey each yearLots of interesting informationStuff about occupationWhat the worker was doingWhat happened, so onEverything you might want if you wanted to figure out what the most dangerous occupations areOr what the biggest hazards wereUnfortunately can’t answer those questions directly from thisFirst we got to code it5 or 6 codes to every case indicating key characteristicsOccupation of the workerOther stuffWe’ve assigned these by hand for several decades,Two big problemsVery time consuming – takes about 20,000 hours of labor each year / 10 FT employeesMore importantly – very difficultWe find if we give exact same narrative to 2 different highly trained codersOnly choose the same codes 70% of the time – big problem for This motivated us to pursue autocoding 
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Supervised Machine Learning

1. Data (training, validation, and test)
2. Determine inputs and numeric representation 
3. Choose a learning algorithm
4. Fit to training data, evaluate on validation
5. Modify and repeat
6. At the very end, evaluate on test

Présentateur
Commentaires de présentation
Data – previously coded dataSplit into 3 independent sets (training, validation, test)Determine inputs and numeric representationVectorizers
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Machine Learning vs. Manual Process
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What should we do with it? What are our options?Autocode everythingAutocode some thingsHave to figure out which things we'll autocode and which we wontNot autocode anythingUse it only as assistive toolProvide suggestionsConduct review
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The benefits of probabilistic models

 Predicted Prob ≈ True Prob
It mostly knows what it doesn’t know
Maybe a human knows?

Présentateur
Commentaires de présentation
Our model is a probabilistic modelTells us not only which code it thinks is best, but also gives an estimate of how  likely that code is to be correct.And we can verify on our gold standard data that it's well-calibratedSo when probability for a code is very highVery likely code is correctWe can also show that these probabilities are strongly correlated with amount of training dataFor very rare and ambiguous narratives these probabilities tend to be very lowFor very common narratives predicted probabilities are very highWe can use this to decide which things to autocode. Simplest way is just set a threshold:If predicted probability above certain value, assign the code, otherwise don'tWhich threshold to choose?I see a lot of people choose the threshold based on acceptable amount of error. They have a goal5% error, just set threshold so autocoder makes no more than 5% error and go with thatPopular because it's easy, not because it makes any senseGoal of autocoding isn't to get a certain amount of errorGoal is to get optimal mix of coding quality and cost savings, you have no idea what that is unless you lookIf you have a test dataset with:Gold standard codesHuman asssigned codesAutomatically assigned codesCan easily simulate this by choosing every possible threshold between 1 and 100Assume all codes below the threshold are human assigned codesAll codes above threshold are computer assignedAnd then calculating the aggregate coding performance on the combined human/computer assigned codesIf you do this for every threshold between 1 and 100 and plot the results you can see how quality changes as you alter amount of autocoding



6 — U.S. BUREAU OF LABOR STATISTICS • bls.gov

Maximizing Quality by Simulating Possibilities

Gold + Human + Computer codes allows simulation

Présentateur
Commentaires de présentation
Here we have a plot we did for event codingWe have two aggregate measures of coding performanceAccuracy, just portion of codes correctly assignedMacro F1 score, average of code specific f1 scores, gives rare codes equal weight to common codesMuch more sensitive to problems with rare codesLeft most side of our graph we have set our probability threshold to 100%, so nothing is autocodedAll codes human assignedWhen we calculate accuracy on these, overall accuracy is about 60%Macro f1-score is about 55%As we lower the threshold for autocoding, we autocode more stuff resulting in a different mix of human and computer assigned codesAccuracy goes up as we autocode more stuff until about 75% autocodingBut we see that macro f1 score starts falling at about 50% autocodingsuggests autocoder is starting to autocode some of the stuff that humans do betterChart is useful because it lets us easily see our options. We can autocode everything but we're going to get worse performance on rarer codesShows that we can autocode about 50% of event before we start seeing any real problems in rare code performanceSo this is primary tool we use to decide how much we're going to autocodeOther tool we use is to move slowlyWe still have human coders that can pick up slackSo that's what we've done
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% of codes automatically assigned to SOII
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First developed our autocoders back in 2012Initially used them just to review human codesYou run autocoder on stuff coded by humans, flag anything where human and autocoder disagree (and computer very confident in its code)Review thatWorked very well, allowed us for first time to review all codes, so we expandedIn 2014 started with autocoding just a few of the occupation codesWorked well so we expanded in 2015In 2016, collect just last year we expanded even further, now autocoding about 50% 2017, currently in collection, we're on track to automatically assign more than 2/3rds of all codesI should mention by the way, that 2017 we're now at that point of diminishing returnsWe can't increase amount of autocoding further with our existing autocoders without reduced coding quality on rare codes�
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The Neural Network Autocoder
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Did it work?
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Grey bar is the neural network autocoders, orange is logistic regressionOn every task much better than both LR and human codersMakes about 25% fewer coding errors than LR autocoderAlmost 40% fewer errors than human codersExpect more improvements once we figure out how to implement other thingsVery exciting time to be involved in machine learningRapidly changing not only how we conduct social scienceBut also rapidly changing society in general as wellNever been a better time to learnUMD has very good natural language processing school, Michigan too,Also lots of free or cheap classes online
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Things I wish someone had told me

Gold standard
Not optional if you care about quality and replacing an existing process
It must be blind (reviewers 6x more likely to keep codes they see)

Not that hard to create
Find an expert (or 2)
Ask them to recode your test set (without access to original codes)
Bigger is better but even 500 will get you a 95% CI +/- 4.5% accuracy
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Things I wish someone had told me

 You’re not done once it’s in production
Machine learning models need monitoring and maintenance
Neither is trivial

Approach that’s worked best so far
Hold back a “sample” for humans to code
Then recode with experts, and add to gold standard
Allows updating of human / computer accuracy metrics so you can 

maintain right mix
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Things I wish someone had told me

Don’t spend a lot of time trying every preprocessing, feature, 
and model possible
Most were designed for something else
Most don’t matter

My best model and feature ideas always came from looking 
carefully at the errors the model was making and working out 
why that would happen.



13 — U.S. BUREAU OF LABOR STATISTICS • bls.gov

What’s next?

 State-of-the-art NLP continues to advance rapidly
Transfer learning with pretrained models
BERT, RoBERTa, ALBERT

 Sharing models with the public
Differential privacy works here too!

 Training staff
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Additional Resources

 Tutorials
Logistic Regression 

https://github.com/ameasure/autocoding-class/blob/master/machine_learning.ipynb

Neural Networks
https://colab.research.google.com/drive/1g3MVMCLOYshI_gaqMkDDj9gtG7yQQxib?ts=5c98e613

 Papers
 https://www.bls.gov/osmr/pdf/st140040.pdf
 https://www.bls.gov/iif/deep-neural-networks.pdf

– Code: https://github.com/USDepartmentofLabor/soii_neural_autocoder
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Alexander Measure
Economist

Office of Safety and Health Statistics
www.bls.gov/iif
202-691-6185

measure.alex@bls.gov
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