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1. Background and why and how this study was initiated

Background for this study is the need to use statistical methods for imputation to achieve results from incomplete data which then can be analysed. Pioneer work has been done by Rubin (1987) und Little & Rubin (1987). A short overview on motivation and approaches is for example given by Little (2011). The omnipresent success of machine learning in the field of regression and classification leads to the question whether these methods are suitable for imputation tasks as well. It is possible to argue that imputation is prediction because missing values are replaced by estimates. It is also possible to explicitly see a difference, see, e.g., Bertsimas et al. (2017). It might be only a question of semantics. Nevertheless,

"[i]mputation is a method that allows incomplete cases to be included in the analysis. In fact, the main reason for imputation is not to recover the information in the missing values, which is lost and usually not recoverable, but rather to allow the information in observed values in the incomplete cases to be retained. If there is little information to be recovered in the cases with missing values, as for example cases in regression for which the outcome variable is missing, then imputation is not very useful."

– Little (2011), p. 651

Prima facie, it looks as if machine learning of all things is unsuitable as it often has the goal to provide good (point) predictions (Breiman 2001) which is — referring to the quotation — explicitly not the aim of imputation. On the other hand, if the true values would be found (which is obviously only checkable in the perfect world of simulations) the data set would be as perfect as if there would never have been a problem with missing values. Consequentially, the EUREDIT project (Chambers 2001) mentions different goals of imputation in official statistics: Predictive accuracy\(^2\), ranking accuracy\(^3\), distributional accuracy\(^4\), estimation accuracy\(^5\), and, where required, an overall goal in imputation tasks: plausibility\(^6\).

Is machine learning suitable for imputation tasks? In order to find an answer, the section for machine learning and imputation in the division for mathematical-statistical methods at Destatis was tasked to run a first small simulation study (Dumpert et al. 2018). This report summarizes the study and the developments since then. The study was — more or less — a “neighbour” and follow-up of a proof of concept Destatis ran in 2018 (Beck et al. 2018). The overall basis for working on machine learning is the “digital agenda” of Destatis, a strategy paper concerning the digital transformation including electronic data management, digital workflows, automation of process steps, and

\(^1\) Federal Statistical Office of Germany, Gustav-Stresemann-Ring 11, 65189 Wiesbaden, Germany
development of new digital services. The “political” support for the topic machine learning in general is given by the senior management of Destatis.


2. Data

2.1 Input Data (short description)

To get an impression on how machine learning works in an imputation task, a small simulation study was designed. The study has been run on the German cost structure survey of enterprises in manufacturing, mining and quarrying which provided 15,646 records. All of these records were used.

Missing values were artificially created in two of its 54 substantial variables by two different missing mechanisms: missing completely at random (MCAR) and missing at random (MAR). Furthermore different missing rates were induced (5 %, 10 %, 20 %). Both variables are continuous and refer to internal research and development of the enterprises.

2.2 Data Preparation

We ran the simulation study without any special data preparation step. The data set was interpreted as “gold standard”.

2.3 Feature Selection

No explicit feature selection was done before the simulation study started. We used all available variables.

2.4 Output data

Complete datasets (imputed data).
3. Machine Learning Solution

3.1 Models tried

The investigation included k-nearest-neighbours (weighted and unweighted), Bayesian Networks, Random Forest and Support Vector Machines. These methods were tried because of their already shown success in imputation tasks outside official statistics (see, e.g., van Buuren 2018, Richman et al. 2009, Mikchi et al. 2016, Honghau et al. 2005, Yang et al. 2013).

The models were trained on the 52 complete explaining variables in order to estimate the missing values of the two target variables. After having created the artificial missing values (cf. Section 2.1), one of the target variables was treated as Y-variable and the 52 complete explaining independent variables were treated as X-variables. The goal now was to train several models $Y \sim (X_1, ..., X_{52})$, i.e. models where $Y$ depends on $X_1, X_2, ..., X_{52}$. In this step, i.e. for learning the models, we only used those records where $Y$ was not missing. After that, the same was done for the second target variable. Note that the investigations for the two target variables were conducted disjointly, so no interactions between the two target variables have been considered. The trained models were then used to predict the missing values. As the missing values were created artificially, it was possible to compare the real and the imputed version of the data set, in particular the entries of the two target variables (see Section 4).

The hyperparameters (e.g. k in k-nearest-neighbours, mtry in Random Forest, gamma and C in Gaussian kernel based Support Vector Machines) were determined by either simply learning and evaluating models for different possible values of the hyperparameters (as it was the case for k-nearest-neighbours) or with a grid search in combination with five bootstrap evaluations on the training data (as it was the case for SVMs). As we performed only regression imputation, hyperparameters yielding small RMSEs were selected in the tuning step.


3.2 Model(s) finally selected and the criterion

In the study, no model had to be chosen because it was a first comparative study in order to see whether machine learning yields sufficient results also in imputation tasks. From our point of view, weighted k-nearest-neighbours and Random Forest performed best in terms of conserving the distribution or at least the first moments of the original data which was the minimal goal that should be achieved in this study. However, the number of situations where implausible values were imputed is considerably higher for Random Forest compared to
weighted k-nearest-neighbours. This fact has to be addressed before using Random Forest in production. Some details are shown in Section 4.

3.3 Hardware used

Intel Core i5-6500, 3.2 GHz, 8 GB RAM.

3.4 Runtime to train the model

We dealt with around 15,500 samples and 52 independent features. Per one of the 1,000 runs, per method, per missing mechanism, and per proportion of missing data, it took between 25 seconds (Random Forest), 58 seconds (weighted k-nearest-neighbours), and 144 seconds (SVMs) to learn the model and to calculate the imputed data set.

4. Results

To evaluate the success of a certain method, we compared the distribution of the imputed data set with the distribution of the original complete data set in terms of univariate statistics like mean, standard deviation, skewness, kurtosis, minimum, maximum, 25 % quantile, median, 75 % quantile; and in terms of bivariate statistics (correlations). The following plots show several results for one of the variables to impute (expenditures for internal research and development) based on 1,000 runs per scenario. We show the results for the “best” and the “worst” situation (missing pattern, proportion of missing values) we have had a look at. In each run, missing values were created randomly according to a missing mechanism. In the following plots, orig stands for the original complete data set, miss stands for the data set with simulated missing values, knn, knndmwr, bn, rf, and svm stands for the data set after imputation with k-nearest-neighbours, weighted k-nearest-neighbours, Bayesian Networks, Random Forest, and Support Vector Machines, respectively.

(a) Results for the situation that we have MCAR and only 5 % missing values
The graphics show that the usage of weighted k-nearest-neighbours (knndmwr) and Random Forest (rf) lead to more stable and "correct" estimations of the moments and quantiles. Furthermore, the boxplots of these two methods are more symmetric than the other ones. Only the third quartile is overestimated by Random Forest which leads to a p-value of 0 of the Kolmogorov Smirnov test.

(b) Results for the situation with MAR and 20 % missing values
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In the situation of the worst investigated situation (MAR and 20% missing values), we observed that many methods have problems to “retain” the original distribution. Mean and standard deviation are usually underestimated; skewness and kurtosis are often overestimated. The results for the quantiles are ambiguous. Again, weighted k-nearest-neighbours leads to p-values close to one, Random Forest and the other methods to p-values close to 0.

5. **Code/programming language**

For the study, it was not necessary to implement specific methods. Instead, four for-loops (missing mechanism, missing rate, method, run per method) and standard implementations in the R packages yalmpute (for k-nearest-neighbours; Crookston & Finley 2007), dmwr (weighted k-nearest-neighbours; Torgo 2010), ranger (Random Forest; Wright & Ziegler 2017), bnlearn (Bayesian Networks; Scutari 2010), and liquidSVM (SVMs; Steinwart & Thomann 2017) were used. In addition, the R packages mice (creating the missing values; van Buuren & Groothuis-Oudshoorn 2011), Metrics (evaluation metrics; Hamner et al. 2018), and stats (some basic evaluation criteria) were applied. All these packages are available on https://cran.r-project.org/.


6. Evolution of this study inside the organisation

The study resulted in further investigations which in turn led to the result that the package missForest (Stekhoven & Buehlmann 2012), a Random Forest implementation for imputation, or a more efficient one based on missForest, like e.g. missRanger (Mayer 2019), is going to get implemented parallel to CANCEIS (an editing and imputation system developed by Statistics Canada which is based on k-nearest-neighbours; Bankier et al. 2000) in the editing and imputation step of the new version of the German earnings survey. Starting in 2022, the new version of the German earnings survey will be carried out on a monthly basis. It contains individual employee data (such as earnings or number of hours worked, but also personal data like age or education) and links this data to information on the company.\textsuperscript{14} The need for a more automated editing and imputation step German earnings survey results from the high number of records (around 7 million) that will be submitted to the statistical offices each month. For the next years, it is planned to use both approaches in a parallel manner and to compare them in order to be able to decide\textsuperscript{15} which one is more suitable in this particular survey. From this point of view, this study broadened potential use cases for ML within Destatis.


7. Is it a proof of concept or is it already used in production?

This study was a proof of concept. It was successful because the general usability of machine learning for imputation has been shown. For further developments and future usage see Section 6.

7.1 What is now doable which was not doable before?

Random Forest does the imputation faster than the other tested methods in the study (cf. runtimes in Section 3.4). Further investigations during the “probation period” mentioned in Section 6 will detail the different behaviour of Random Forest and CANCEIS.

7.2 Is there already a roadmap/service journey available how to implement this?

See Section 6.

7.3 Who are the stakeholders?

Internal subject matter statistics (as the direct “user”), the IT division (that provides the technical infrastructure), the mathematical-statistical methods division (development and investigation of methods, methodological knowledge), controlling (embedding), the senior management of Destatis (support).
7.4 Fall Back

See Section 6. In that sense, CANCEIS is a fall back solution for the missForest-based approach and vice versa.

7.5 Robustness

The results of the automated imputation by CANCEIS and a missForest-based approach will be compared to each other in the afore mentioned “probation period” during the next years and – moreover – randomly checked regarding their plausibility (beyond the obligatory editing rules) by subject matter experts. The latter one has to be done in order to ensure the quality of the editing & imputation process because – obviously – there is no gold standard (comprising true values) available for new data. See also Sections 6 and 7.4.

8. Conclusions and lessons learned

A great limitation of the study presented in this paper is of course that only one survey has been used; this has to be extended in the future (see Sections 6 and 10). However, also if the result, that weighted k-nearest-neighbours and Random Forest perform successfully in naïve but very fast regression imputation (remember that we performed only regression imputation), is stable (and it seems to be stable from today’s perspective), we do not have a theoretical justification yet. It is therefore too early to give the general (not survey specific) advice to use one of these methods for imputation.

Further investigations (see Sections 10 and 11) are mandatory.

9. Potential organisation risk if ML solution not implemented

None (cf. 7.4). However, to be able to accelerate the editing and imputation processes, to allow for more automation, and to have enough time to have a closer manual look at “the very important cases” in surveys, machine learning solutions (including CANCEIS) are needed.

10. Has there been collaboration with other NSIs, universities, etc?

Yes. (i) With Statistics Netherlands (CBS), we plan an extended simulation study on official data sets of at least The Netherlands and Germany. (ii) With the Technical University of Dortmund, first further investigations, also from a more theoretical point of view, are already ongoing.

11. Next Steps

To get started, we wrote the R code for our setting and pure regression based imputation (i.e. without adding errors or doing predictive mean matching). However, the results were surprising: weighted k-nearest-neighbours and Random Forests seem to be able to do good imputation in terms of distributional accuracy (and also in terms of RMSE) although we did not compensate the expected underestimation of the variance explicitly. Actually, we do not know why this happened in this situation; we cannot explain this phenomenon from a theoretical point of view. Interestingly, CBS found comparable results for Random Forest independently (Park et al. 2018).

Motivated by these results we started to look for universities that would be interested in our findings and that would like to further investigate theoretical and further practical aspects of them. Furthermore, we plan to extend the simulation study in cooperation with CBS (cf. Section 10).
Challenges have mainly been based on IT bottlenecks. Some kinds of machine learning (e.g. SVMs) need a lot of memory and time to get computed. Though some methods speed up remarkably by using parallelization this is only useful if we could use computers with many kernels. Destatis is currently augmenting its IT infrastructure due to this finding.

Supplementary notes:

1 The author would like to thank Lydia Spies, Fabian Peters, and Malte Hansen, who have contributed to the presented study to at least as great an extent as he himself. Furthermore, Jörg Feuerhake deserves great thanks for his critical review of the document and his valuable suggestions for improvement.

2 The imputation procedure should maximise preservation of true values. That is, it should result in imputed values that are as "close" as possible to the true values.

3 The imputation procedure should maximise preservation of order in the imputed values. That is, it should result in ordering relationships between imputed values that are the same (or very similar) to those that hold in the true values.

4 The imputation procedure should preserve the distribution of the true data values. That is, marginal and higher order distributions of the imputed data values should be essentially the same as the corresponding distributions of the true values.

5 The imputation procedure should reproduce the lower order moments of the distributions of the true values. In particular, it should lead to unbiased and efficient inferences for parameters of the distribution of the true values (given that these true values are unavailable).

6 The imputation procedure should lead to imputed values that are plausible. In particular, they should be acceptable values as far as the editing procedure is concerned.

7 In terms of content, the cost structure survey provides comprehensive information on the production results, the production factors used and the value added in its various gradations; it is thus the most important starting point for all structural studies in the fields of politics, enterprises and their associations and economics. The main users of the cost structure survey are the federal ministries, in particular the Ministry of Economics and Technology, the European Commission, the national accounts of the Federation and the Länder. In addition, research institutes, trade associations and the respondents themselves are important stakeholders in the statistical results. To support the scientific work, the results of the cost structure survey are made available in anonymous form via the Research Data Centre of the Statistical Offices of Scientific Research for extended use, e.g. in the context of micro data analysis. The data is collected in electronic form and by means of a postal survey. There is an obligation to provide information. The owners or managers of the legal units involved are obliged to provide information. The obligation to provide information ensures a high response rate and thus increases the accuracy of the results. The sample is a single-stage stratified random sample.

The substantial variables contain information on where in Germany the enterprise is located, on the number of employees (full time, part time), legal form, economic activity, turnover, stock, energy consumption, direct and indirect wage costs, social-insurance contributions, costs for lease and rent, tax, depreciations, interests, the expenditures for internal research and development, and the number of employees working for internal research and development.

More detailed information on the German cost structure survey of enterprises in manufacturing, mining and quarrying can be found here: https://www.destatis.de/DE/Methoden/Qualitaet/Qualitaetsberichte/Industrie-Verarbeitendes-Gewerbe/kostenstruktur-verarbeitendes-gewerbe.pdf (in German).

8 Some references for k-nearest-neighbour approaches are given by:


10 Some references for Bayesian Networks are given by:

11 Some references for Random Forests are given by:

12 Some references for Support Vector Machines are given by:


Note that we did not valid statistical testing. The results are just shown in order give an additional impression on distributional aspects.

In general, companies remain in the sample for 6 years. This panel-like structure allows observing employment relationships over time (with certain limitations). The data is collected in electronic form and by means of a postal survey. There is an obligation to provide information. The sample is a one-stage stratified random sample.

The final decision which method will be used after the “probation period” will be made in collaboration of methodologists and subject matter experts.