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Abstract

An analysis is carried out of the total burden #hagtional statistical institute imposes on
businesses for the purpose of data collection, el6 & of the businesses' response
behaviour. A descriptive overview presents distiuof the response burden, expressed
in terms of number of surveys, survey instances] #wtal expected time under
compliance, among business size and industry dagsenulti-level analysis indicates
that too high levels of response burden of a bagsinkead to business’s reduced
participation in new survey instances. There isiraication that businesses that are
nonrespondents in the first instance of a sungynemaining nonrespondents, indicating
that a particular attention needs to be paid tonthe
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1. Introduction

In a thought-provoking article, McCarthy et al. (B8) examined in the context of
establishment surveys the relationship between pejorting burden placed on sampled
units in several agricultural surveys and the raspattern of these same units in later
surveys. Their results indicated that burdemeasured in terms of the number of other
surveys these agricultural operations were cordaftg the length of time since they
were last contacted, and the type of informatiogytivere contacted for in the past



does not in general have a negative effect on guresponse. Even in cases where
negative effects were found, these were often sieatliing the authors to formulate (in
their title) an implicit hypothesis: “If we bothéhem more, are [the businesses] less
cooperative?,” implying that in fact the oppositeght be true.

With the similar goal, Davis and Pihama (2009) iegrout an analysis of establishment
nonresponse on a mandatory annual survey usingrderuof explanatory variables.
Among them was a measure of total survey burdeharpreceding year. They found a
statistically significant positive relationship been the total survey burdenexpressed
as a function of the total time taken in the year 70 employees and the probability of
nonresponse in the survey, however they note thatedffect was relatively small in
magnitude in comparison to some other of the fadioithe study (size of business, key
provider status, stress the business might haveoderpansion or contraction).

The studies above, which are the few we are awlawere by the amount of available
data restricted to a single survey or a small dutfsall the data providers. In addressing
these same issues, the current study utilises fdata a register of participation of
businesses in official statistics surveys kepttati€ics Sweden since 2009, which gives
the possibility to analyse the phenomenon frompspective of the total burden that a
national statistical institute imposes on busing$sethe purpose of data collection.

Our analysis is characterised by a presumed ublitpbserving two levels of business

responding: on one level is the business’s padtmp (response or nonresponse) in a
specific instance of a specific survey: for ins@nthe April 2009 instance of Intrastat.

However, all the survey instances that a businassréceived requests to participate in
throughout a period of time lead to an aggregageel) the business level of response
behaviour.

2. Data and M ethodology

The register is officially known as the register @dita provision (RDP). It keeps
information on all direct data collections carriedt by Statistics Sweden towards
businesses, be it on appropriation or on commis§iom other producers of official
statistics. Included is the information on whethdsusiness has responded or not to any
particular instance of data collection (conditiongdon selection). Also available are
properties of the selected businesses, such asstheior the industry they are active in,
and to properties of the surveys, such as theirogieity, and whether they are
mandatory or not. (In the current analysis, we ardy 2009 data, as these data were the
only available when the analysis was initiated.)

2.1 RDP content, filtering and categorisation
Data collection for the RDP is an automated protieests“‘crawls” databases containing

data on businesses sampled for the purpose dftatatiproduction at Statistics Sweden.
The databases contain, along with identifier detaiformation on whether a specific



business, for any specific instance of data catlaat was selected for, has responded
(provided data) or not. The RDP process collecta ftam the databases and from the
metadata pertaining to the statistical progranguiestion. An additional part of the data
is imported from other databases, prominently thsiless Register (BR).

Data for 2009 consisted of 1,156,748 rows, eachitsdogpecific reporting unit’s
participation in a survey instance. Among the aldé variables were: legal unit ID,

local kind of activity unit (LKAU) ID, business z(in number of employees), main
industry in which the business is active (as a NA©GHe), survey ID, survey periodicity,
whether the survey belongs to the official statssbf Sweden or not, whether responding
to the survey is mandated by a law or regulatiate @f sending the participation request
to the business, date the response is due, aveémagé takes to provide data for the
survey (estimated by the survey manager), and whétle response has been received.

Filtering the data, we removed entries which fdfedent reasons did not have data on
the key variables above, resulting in 1,055,698entFurther filtering restricted the data
to the 14 largest surveys (among the 75 that ekster to that): largest in terms of the
number of entries in the RDP data set (accountngiore than 80% of the survey
volume). This was done in order to have a reasgriabl number of different surveys.

Thus, the data set that makes the corpus for therdustudy consisted of 845,812 entries
pertaining to 168,151 businesses (defined as uregad units) that were sampled for
surveys by Statistics Sweden in 2009 for the 1delsirsurveys. This number of
businesses makes about one fifth of the total numibeusinesses registered in Sweden
in 2008. There were no voluntary surveys amondL.thiargest surveys: voluntary
surveys were few (12 out of 75) and comparativelglsin sample sizes.

Table 1: Codes used for the variable Industry.

Code Provisional name NACE-2 categories
1 Productiol 1-43

2 Trade 45 - 47, 6¢

3 Services (other than the Code- 6) 49-56, 94— 96

4 Information and financ 58— 66

5 Professional and adnistrative activitie 69-82

6 Public welfare, el 84-93, 97-99

We re-categorised two of the variables from the BlRe data on companies’ size were
re-coded into four categories of size: up to 4 eygés, 5-19 employees, 20-199
employees, and 200 or more employees. The dataeomain industry that the company
was active in (originally being on a NACE-5 levelgre re-coded into six coarse groups,
presented in Table 1. Both re-categorisations \@ere in order to reduce the occurrence
of empty or sparse cross-classified cells anddcesse interpretability of the analyses.

2.2 Methods

To any particular survey instance, the sampled nassies respond or not, providing
grounds for analysing survey instance responsefascéion of the businesses’ properties



(like the size and industry that they belong tayyvey properties (like periodicity and the
average time that it takes to participate in itwsy instance), and interactional properties
(the number of surveys and survey instances théndss is sampled in within the
reference year, or a total response burden impdsedg a preceding period). Business
size class can additionally be seen as a proxguorey effort. This analysis needs to be
executed as hierarchical, as the businesses’ piepare repeating their influence in the
different survey instances that the business istddvto participate in, as well as a
particular surveys’ properties are repeating tiidfluence in different survey instances.
Thus, to account for the clustering of observationthe RDP into both businesses and
surveys, we use a cross-classified multi-level rhode
Pr(y,= 1) = logit™*(BX,), fori indexing observations, witincluding
B ~N(y™ ™™, g, ), forj indexing surveys, and
BR ~N(y™=u"*, gz, ), for kindexing businesses.

Further, we analysed some of the data in the bglesting a null hypothesis that there is
an independence between responses to survey iasthga specific business. To put it
simply, whether the null hypothesis holds that, doery survey instance (of a specific
survey) that the business is requested to parteipa the business decides whether to
participate or not based on “tossing a coin” (buthvprobability of response né=0.5
but that of the average response rate for the fgpaarvey).

3. Results
3.1 Descriptive summaries

Basic demographics of the businesses in the 2089owveof RDP are, on the two levels
of analysis —data collection instances and busasesspresented in Tables 2 and 3. The
tables confirm the well known imbalance in datavsin: while big businesses
comprised only about 0.8% of the 168 thousand sadniplisinesses (Table 3), they were
requested to provide about one fifth (20.7%) of tbkume of data collection (Table 2),
expressed as the number of survey instances. @omémgly, small businesses
comprised almost 70% of the sampled businessewdnat together requested to provide
just above one quarter (27.4%) of the data cothactolume.

Table 2: Distribution of survey instances over NACE groups and business size.
Size: 1 2 3 4 Row counts Row % to Total
NACE group
Production 4.3 5.1 13.3 10.2 278874 33.0
Trade 10.0 8.5 7.6 3.1 247073 29.2
Other services 4.6 3.1 35 2.0 111578| 13.2
Info. & fin. 1.6 0.9 1.7 1.7 49497 5.9
Professional 4.6 2.3 3.0 2.6 105871 12.5
Welfare 2.1 1.2 1.9 1.1 52919 6.3
Col counts 231419 178256| 260792 175345 845812
Col % to Total 27.4 21.1 30.8 20.7 100.0




Table 3: Distribution of sampled businesses over NACE groups and business size.

Size: 1 2 3 4 Row countsRow % to Total
NACE group
Production 13.1 5.3 3.0 0.3 36727 21.8
Trade 17.6 5.9 1.9 0.1 42959 25.5
Other services 11.2 3.6 1.4 0.1 27364 16.3
Info. & fin. 5.0 1.1 0.7 0.1 11577 6.9
Professional 15.4 3.0 1.2 0.1 33111 19.7
Welfare 7.3 15 0.9 0.1 16413 9.8
Col counts 117181 34303 15282 1385 168151
Col % to Total 69.7 20.4 9.1 0.8 100.0
3.1.1 Response behaviour

On the survey instance level, surveys largest imgeof the volume of data collection
instances are displayed in Table 4. Among themasitet is largest with about 20 percent
of the volume, as well as some data collection$ finavide statistics on short-term
indicators of the economy (employment, prospectstarmover).

Table 4: Surveysincluded in the analysis and their response rates.

Survey name Response rate  Row countkow %
Intrastat 92.1 173,457 20.5
Short-term employment 89.3 102,830 12.2
Short-term prospects on job openings 89.2 94,826 11.2
Turnover, month 77.0 82,119 9.7
Short-term prospects, salaries in private sector 78.7 73,874 8.7
Start-up businesses 72.4 68,583 8.1
Price indices in production and import 94.5 57,814 6.8
Salaries, longitudinal study 89.4 41,441 4.9
Occupation structure in Sweden 85.7 30,046 3.6
Lodgings in hotels, hostels and holiday villages 65.9 29,505 3.5
Short-term prospects in industry, month 83.9 26,992 3.2
Turnover, quarter 80.2 23,431 2.8
Investments in industry 82.0 20,536 2.4
Structural business survey 82.1 20,358 2.4
Col % 85.0 845,812 100.0

Response rates between surveys vary from 94.5%afeurvey of price indices in
production and imports to 65.9% for a survey orgiongd statistics. While of interest for
improving the data collection instruments or fortfier work on improving motivation of
the businesses for responding, analysing this wgsrial the scope of the present paper.

Survey instance response rates (Table 5) vary mdginess size from 73.2% for small
businesses monotonically to 92.9% for biggest kmssies. This likely includes an effect
of the somewhat varying survey effort to obtainiegponses, which is likely related to
the sampled businesses’ inclusion probabilitiessp@ase rates vary also over NACE
categories on the level of data collection instapé®m the lowest of 76% in services to
89% in production (displayed in Table 6).



Table 5: Survey instance response rates per business size.

Size group | Response ratRow counts Row %
1 73.2 231419 27.4
2 85.4 178256 21.1
3 90.0 260792 30.8
4 92.9 175345 20.7
Col % 85.0 845812 100.0

Table 6. Survey instance response rates per NACE category.

NACE group | Response rat®ow counts Row %

Production 88.7 278874 33.0
Trade 85.7 247073 29.2
Other services 76.2 111578 13.2
Info. & fin. 85.3 49497 5.9
Professional 85.0 105871 125
Welfare 82.7 52919 6.3
Col % 85.0 845812 100.0

On the business level, of all the sampled busirsedsi8, 395 businesses (70.4%) always
responded, 18,812 businesses (11.2%) sometimesna=p and 30,944 businesses
(18.4%) never responded. Those that never respoweeel in the vast majority small
firms: either in size class 1 (0-4 employees) (8&%o)n size class 2 (5-19 employees)
(12%). Only two large businesses (200 or more eyeas) were among the never-
responders. However, the similar holds for thos@rasses that always responded: these
were also mostly businesses in size classes 1 (88602 (16%).

Table 7: Business level, number and percent of surveys requested to participatein, with a
breakdown by participation pattern.

Never-responders Sometimes-respondlerélways-responders

# of surveys Counts % Counts % Counts %
1 28,856 93.3 4488 23.9 97237 82.1

2-3 2,015 6.5 9355 49.7 18959 16.0

4-6 72 0.2 3725 19.8 2126 1.8

7-10 1 0.0 1244 6.6 73 0.1

Sum 30,944 100 18812 100 118395 100

Most of the never-responding businesses have ksded @o participate (Table 7) in only
one survey (93% of the never-responders); only waigom (0.2%) in four or more
surveys. Displayed in Table 8, most of the suribgs the never-responding businesses
were asked to participate in had a single instdtheg is, they were either annual surveys
or intermittent surveys): 86% of the never-resposideere asked to participate only in
such surveys. For less than 1% (more precisely Ddd%e never-responding businesses

! Sometimes-responding is defined as having a respae (number of survey cycles responded
to/number of survey cycles invited to participat®m) between 0 and 1, excluding the endpoints. \tiith
definition, only businesses receiving invitatiortwem or more survey cycles could be in this catggor



would participating in more than 12 survey instanbave been required. Comparative
data for expected length of survey participatian @resented in Table 9.

Table 8: Business level, number and percent of surveys instances requested to participate
in, with a breakdown by participation pattern.

Never-responders Sometimes-responderélways-responders
# of surveys instances Counts % Counts % Counts %
1 26,674 86.2 0 0.0 87719 74.1
2-12 4,090 13.2 10824 57.5 25225 21.3
13-120 180 0.6 7504 39.9 5448 4.6
121-499 q 0.0 440 2.3 3 0.0
500 and more D 0.0 44 0.2 0 0.0
Sum 30,944 100 18812 99.9 118395 100

Table 9: Business level, time category and percent of surveys requested to participatein,
with a breakdown by participation pattern.

Never-responders Sometimes-respondlerélways-responders

Total time (in minutes) Counts % Counts % Coun %
Up to 15 22,652 73.2 0 0.0 68877 58.2

16-60 3,911 12.6 1936 10.3 20088 17.0

61-120 2,743 8.9 2046 10.9 13305 11.2

121-600 1,019 3.3 5978 31.8 9359 7.9

601-2,400 (one week 612 2.0 6666 35.4 5406 4.6
2,401-10,000 (one monthi) 7 0.0 2112 11.2 1360 1.1
10,001 and more 0 0.0 74 0.4 0 0.0

Sum 30,944 100 18812 100 118395 100

3.2 Analytical modelling
3.2.1 A hierarchical model for predicting responsein a survey instance

Using the general model specified in Section 2.Zyuanber of models were tried,
containing predictors on the levels of businesseze( industry, number of units to
respond for), surveys (length of time it takesutffilfthe request, periodicity (monthly or
not)), and interaction between business and sunsggnisation (i.e. total response
burden imposed on the business, in terms of tla noimber of surveys, survey instances
and total time needed to fulfil these).

Further, in order to simplify interpretation of tketal imposed response burden (which
per definition includes the current survey requeip annual data were separated into
two halves, the total burden (in terms of time) wakulated for the first half of the year
and used as a predictor in a model where the regpwmas participation (yes=1, or no=0)
on survey instances sent out during the second bflthe year. (To simplify
computational considerations, we have excludednesgses that contribute with only one
observation; there were 344,988 observations imabelting data set.)

Based on likelihood ratio statistics and the asdedi p-values of the models (Pinheiro
and Bates 2000), the model finally chosen was tieedisplayed below.



Estimate Std. Error z value Pr(>|z])

(I'ntercept) 1.152998 0. 287033 4.017 5.90e-05 ***
Si ze2 0. 867569 0.051239 16.932 < 2e-16 ***
Si ze3 1.071128 0.067377 15.898 < 2e-16 ***
Si ze4d -0.175042 0.767280 -0.228 0.819543

Bur d2 - 0. 585823 0.076381 -7.670 1.72e-14 ***
Bur d3 0. 403873 0. 078451 5.148 2.63e-07 ***
Bur d4 0. 675385 0. 168957 3.997 6.41e-05 ***
Bur d5 -4.762237 0.233613 -20.385 < 2e-16 ***
| nd2 0. 206942 0. 041443 4.993 5.93e-07 ***
I nd3 -0. 474897 0. 050121 -9.475 < 2e-16 ***
| nd4 0. 029930 0. 065932 0.454 0.649859

| nd5 0. 198842 0. 051388 3. 869 0.000109 ***
| nd6 - 0. 062065 0.062615 -0.991 0.321583

Si ze2: Burd2 0. 112017 0. 094706 1.183 0. 236891

Si ze3: Burd2 0. 480057 0. 103148 4.654 3.25e-06 ***
Si ze4: Burd2 1. 805936 0. 802478 2.250 0.024420 *
Si ze2: Burd3 -0.004698 0. 100968 -0.047 0.962890

Si ze3: Burd3 -0.118630 0.111720 -1.062 0.288304

Si ze4: Burd3 0. 754264  0.779930 0. 967 0.333498

Si ze2: Bur d4 0.229574 0. 206157 1.114 0. 265456

Si ze3: Burd4 -0.018107 0.184612 -0.098 0.921869

Si ze4: Bur d4 0. 735123 0. 795896 0.924 0.355673

Si ze2: Bur d5 3. 630175 0.293659 12.362 < 2e-16 ***
Si ze3:Burd5  4.744150 0.231347 20.507 < 2e-16 ***
Si ze4: Bur d5 6. 086467 0. 798387 7.623 2.47e-14 ***

The model includes the business level variaBles andIndustry, the imposed response
burden variabldurden, and an interaction betwe&ve andBurden (in order to control
for the possibly differential survey effort, whiégs commonly related to size/inclusion
probability). Do note that no survey-level variablgere deemed needed.

Table 10 summarises the interactions between thee &8id Burden covariates. Each cell
is the sum of four estimated effects: the interct Sze class effect, th@8urden class
effect, and an interaction of the latter two. (Thist row and column correspond to the
reference categories f&ze (class 1) andBurden (class 1) respectively, thus their effects
and interactions are zero; in particular, cell YIg@ntains only the intercept. This table
does not include théndustry variable, whose coefficients are not large andndo
interact in this model with the other explanatoayiables.)

Table 10: A response propensity surface based on the point and variance estimates of the
hierarchical model, with standard errors of the estimates in parentheses

Burdl Burd2 Burd3 Burd4 Burd5
Sizel 1.153 0.567 1.557 1.828 -3.609
(0.287) (0.292) (0.293) (0.323) (0.366)
Size2 2.021 1.547 2.420 2.926 0.889
(0.288) (0.289) (0.291) (0.308) (0.385)
Size3 2.224 2.118 2.509 2.881 2.206
(0.291) (0.288) (0.291) (0.290) (0.311)
Size4 0.978 2.198 2.136 2.388 2.302
(0.818) (0.363) (0.310) (0.314) (0.298)




In any size class, extreme response burden (hieeeuppermost 20% of the burden
distribution) leads to a reduction in the ability provide data- this effect stronger in
small businesses than in large, indicating an actéyn: large businesses may be
hypothesised to be less fragile and are thus balr to withstand extreme response
burden; or, as indicated before, they might be sgddo higher levels of survey effort.
But, over all the size classes, “the more we burtiem” does seem to have a negative
effect in terms of response rates.

3.2.2 Testing independence of responding on survey instances

Investigating independence between participatinguirvey instances by a business (see
Section 2.2), we used data from two specific mgnsuirveys: “Turnover statistics” and
“Short-term prospects in industry”. For each survweg looked at only newly-selected
businesses, noting the number of times they hasoreled in their first seven and eight,
respectively, consecutive survey instances.

If decision on participation is independent witle@ch business and for a specific survey,
then the number of times that the business paatiegpfollows a binomial distribution.
We also assumed that there are a number of detstiminon-respondents who never
respond. All the other units are seen as stochesgmonders who respond to the survey
rounds in a stochastic way. (Those deterministic-respondents have to be estimated
and treated separately, as we elaborated in ChapteGiesen and Bavdaz (2013).)

Figure 1 displays, on the left, a comparison bebtnbe observed (in the upper row) and
the expected under independence (in the lower rdigjributions for “Turnover
statistics”; and on the right the same compariseri$hort-term prospects”. It is obvious
even by simple visual comparison that the upperlawer distributions in any of the two
pairs strongly differ. Therefore, participation net independent of past participation.
From the current analysis, it is not possible tdudbe whether the dependence is positive
(previous response raises future response e.godearning and adaptation) or negative
(previous response lowers future response e.gsast of accumulated burden).

Turnover statistics Short-term prospects in industr

1500
300

counts
o100
1 | 1 |

counts

0 500

11
T
01 234487 02 4+ B

T
8

QOhserved distribution Ohsenved distribution

counts
counts

0 400 800
o 100 200

L B s s R i
01 2 345867 o 2 4 B 8

Distribution under independence Distribution under independence

Figure 1 - Comparisons for the independence tests.



4. Summary

The descriptive presentations based on the RDRatelusefulness of a register of data
provision in order to gain a holistic picture ofdmesses’ involvement in providing data
for official statistics. A small proportion of theusinesses were required to provide a
considerable amount of human resources to comgly the requests, up to ten person-
months in one case. While it was not the goal @f ¢hrrent analysis to investigate
reasons for such occurrences, one may note-that order to improve precision of
estimates— sampling of businesses is sometimes carried ot go-called positively
coordinated way, resulting in businesses remaimrgamples for extended periods. The
RDP or similar register may provide a way of idBmtig and rectifying large variations
in response burden businesses are exposed to.

Using a multi-level analytical model, we gatheradHter evidence that too high levels of
response burden on a business may lead to the elss®nreduced propensity to
participate when requested to subsequently pronele data in survey instances, and
possibly to other deteriorations in data quality.

Businesses’ response behaviour between the sunstgnces is not independent: in
particular, businesses that are nonrespondentseiriirst instance of a survey do run a
risk of remaining nonrespondents and thus are &d i particular attention to be paid to
them by the data collecting organisation.
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