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Summary
A new method of coordination, which generalizescingent technique based on permutations of random

numbers, is experimented at Insee. The random rmusbeplaced by a "coordination function”, whicha
function which transforms the random numbers, aras lthe characteristic of preserving uniform
probability. This function changes with each seétett depending of the desired type of coordination
negative coordination for separate samples, cofitglof the rotation rate when updating panels. sThi
method takes into account the cumulative responsdelb over several samples, and can be used with
Poisson sampling and stratified simple random sargpl

Several national statistics agencies use pkeemanent random numbertgchnique for the sampling
coordination of business surveys. Each unit k efgbpulation (including the new units) is indeparilje
assigned a numbap,, selected according to the uniform distributiontlre interval[0,1]. In Poisson
sampling we define a starting point d, between 0 and d,va@ select the units whose numbgrbelongs to
the interval[d, d +T1g[, whereTy is the probability of inclusion of the unit k. Bimple random sampling
(SRS) of size n (without replacement), we defingaating point d, between 0 and 1, and we selecinth
units with the lowesty, superior to d. For atratified simple random samplif®SRS), we define a starting
point d, in each stratum h.

The constant shift methochn be used when we have J panels indexed with.j.3 To ensure that there is
some degree of separation between these panelseleet different starting points; vhich we shift
periodically by the same quantity c. The startioqipfor panel j at the date a is therefore :

d,=d;; +@-1c ax1

1. Definition of a coordination function

A coordination function g is a measurable functivom [0, 1] to itself, which preserves uniform
probability : if P is the uniform probability on [Q[, then the image probability B P. It means that for any

def
interval | = [a, b included in [0, 1[:  Plg™(1)] = PA(1) =P(1) =b-a
Each unit k in the sampling frame is given a pereamamandom numben,, and a coordination function that
changes at each sampling;  the coordination function for sampling t = 1,.2The selection of the units
is performed in the following way (we omit the ixdg :

- Poisson sampling

We select the units k such thgf (wk)D[O, nk[, whereTy is the probability of inclusion of the unit k. We

have : P(kOSampl¢=P(g, (w,) D[O, TT, [) = P% ([0, T[k[) = P(w, D[O, TT, [) =m,, and the drawings are
independent.

- SSRS

Within a stratum, we select the n units k assodiatgh the n smallest numberg@.). Since the n numbers

(w) are drawn independently from the uniform disttibo on [0, 1[, and sindeé® =P, then the n numbers

ok(wx) are drawn independently from the uniform disttiba on [0, 1[, and the n smallest numbeg&x)
give a simple random sample of size n in the stnatu

Example 1: the constant shift method

Letd =0etd=c.
We can define the coordination functions in théofeing way : Ok g,,(w)=w g,,(w) =w-c(mod 1)



Then we have:
kDS, = & 0[om,[ = gu@)0fom,|
kOS, = w, D[C,C+T[k12[ = gk,z(wk)D[O'T[k,Z[
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For c=0.3, g:has the following shape :

Example 2 a method which controls the rotation rate

Let us assume that we select, then update, a patielut considering negative coordination with athe
samples. In this case, we can establish the ratatide individually, to the extent permitted by the
probabilities of inclusion. Let t be the index ofsample resulting from an update. And tgt be the
probability of inclusion in that sample. The rotetirate ¢, between samples t-1 and t is

e = P(kOS[kOS, )

If we perform Poisson sampling, we can choosefaamy value in the interval :
M) - Min (lﬂ)

Kt T 1

Max (0,

We use the following coordination functions :
Oiea(00) = @y

Oi2 (W) = W =1 5Ty

Then the rotation rate isr; ,. 1, / T4, =T, ,

t
More generally, at step t, the coordination funti®: g, (w,) = w, —Zrkyu T,
u=2

2. A step by step procedur e r flecting r esponse burdens

The general idea is to choose, as a priority faheselection, the units that have had the lowesgtaese
burden during the recent period. With this methdesponse burden is defined for each unit, cooretipg

to each survey. Each sampling consists in selethiaginits in each stratum that have the lowestutatine
burdens. If the subsequent selections used the s@aatiication, this method would not pose a peof) and
would be trivial. The problem is that the stragfiion is subject to change from on selection tortiet. We
note in this case that permutations by increasinmgutative burdens should occur within intersectiofs
strata, so that unbiased, or at least consiststim&ors can be obtained. For this reason, aisolig to
define every year "building blocks", i.e. fixedat intersections from which all strata for theryean be
established through a union. Another problem ocevlten units change strata in connection with annual
updates.

We shall implement the same idea, but without distaibg building blocks, using the coordination étion.
Samples are selected in a certain order, indexgdtwi his operation involves either separate sargpbr
the first selection of a panel, or updating of agla

o = (... og...) = vector of random numbers given to the popatatinits k.

Let Iy (@) be an indicator function, equal to 1 if the valurew lead to select the unit k in the sampling t, and
0 otherwise :
kS < Ikiw) =1 (the inclusion of k in Slepends only on the vecio)
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Letyx: be the response burden of a questioned entekpassurvey t.

The effective burden is a random variablg(®) = v« Ik (®)

The cumulative burden for unit k is a functionmequal tol', (@) = Zyk‘u.l o (@)

ust

We wish to define the coordination functiog &pr the selection of sample &ingl'y ;. In particular, for a
separate sample, for any k, we want that :

Dy -1(@1) < Ty ra(@2) = G0k 1) < Gr(ok2)
We meet two difficulties :
1. to substitute foFy (@) a function ofwy only, denoted™ (), that closely approximatég ().

For a Poisson sampling(w) depends only ony (indicator function of an interval of lengtlg), and can
be denotedck(wy). Thereforel'y (@) depends only omy, and can be denotédk (wy).

For a SSRS4(w) depends on all coordinates of the veetpbut "primarily” on coordinatey : if we select
then units amond\ with then smallest valuesy, it will be equal to 1 for values ofi near to 0, regardless
of the values of the other coordinates.

Accordingly, we will be able to replacg(w) with an approximationi(my) which depends only ony, and
therefore to replacE (w) with an approximatiofy ((wx) which depends only om.

2. So we get a one-dimensiproblem : to define the coordination functign such that :
Ui a(ok ) <Teea(ok2) = Gl ) < G(ok2)

Thus an enterprise having a smaller cumulative drundill have a smaller numbeg (o) and a greater
probability of being selected.

If sample t is a panel update, the problem is sama¢wore complicated as it involves, in additiod t@,
the coordination function,g, where u is the index for updating the previousebaln other words, several
criteria are involved in determining g

The solution to this type of problem is providedhe following section.

3. Construction of a coor dination function

Let us consider the problem theoretically, and sehad more generally in this section.

Let G (ok) be a criterion such that the smaller is the date the larger is the probability of selectiom fo
unit k at sampling t.

We drop the subscripts k and t. 8@ now a simple real number.

C is supposed to be a bounded measurable funatian[0,1] — C(») O IR

We wish to associate to this criterion a coordorafunction g such that :
C(w1) <Cw2) = g (01) <9 (@2) (1)

Let P be the image probability of P under G,tRe distribution function of C. The coordinatiam€tion is
built from G = F(C). Considering the definitions of And R, we can write :

G (@) = P°(J- 0, C(w)]) = P[C]- o0, C()]) = P(ulC () < C(w))

The way to derive g from &depends on whether or C Hasels



Definition : we call develof criterion C any inverse image of a real numpsuch that &y) = P(A) >0
In other words, C hdsvelswhen horizontal line segments form part of thepgraf C.

Properties of G
»  The range of function &s in [0,1]
e G has the samevels as C
* G verifies implication (1)
* For everyy in the range ofcQBwe haveP(u|GC (uy< y) =y
 |f C has ndevel G is a coordination function.

Example 1
C is a strictly increasing function. Ther@)= wis a coordination function.

Example 2

C() = o (1- w). We find :

Fe(X) =1 -2 (0.25 - XF

Ge(w) =2 w ifw [7]0, 0.5]
=2-2w if 0 [7[0.5, 1]

If C has at least one level, the range of func@ns strictly included in [0,1[. We have to deduceni G
another function, denoted,gsuch that the range of ¢ equal to [0,1]. This can be obtained in théofwing
way.

Let A be alevel of C (and&p: if ® O A, Gc(w) = constant = y. We denote B the largest intejydl such
that GZ'(B) =A .

The probability B(B) is concentrated at point y, and we have P(PY4). We obtain a uniform distribution
of this probability in B by adding to &w) the linear function with slope 1 which transforfanto B.

If A =[a,b], for anyo O A, we define g(w) =o -y + a.

More generally, if we have several levels:A g (w) = G (w) +21A‘ (W) [jlein[wa] (udu (2)

Example 3
C is a step function, i.e. the function C contaamty levels A i=1...I. Function G has exactly the same

levels. Values;y= G¢(A) are ranked in the same order as valugs £(A). A value yequals the sum of the
lengths of the levels; Avhose values are less than Khe associated coordination function g is onete-
and is composed of line segments having a slode ©he shape of these two functions is shown i nex
figure.

Formes de G, and g, correspondant 4 une fonction étagée C'.

g
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Coordination function with several criteria.

If criterion C has levels Awe can introduce secondary criteriac@rresponding to each level. In this case,
we can define a coordination function that verifies following conditions, in addition to conditigh) :

0o, 02 0A; Glo) < G(w) = g (1) < g ©2)
Details are not given in this paper.

4. Application to Poisson sampling

Initialization: Ty o(wx) =0 @ 1(wk) = ok
Lo (@) = Yo (@) Tiea(@e) = Vi Lo r [ (@)

For sample Swe choose a coordination functiofy gssociated to each unit k. Then :
kOS, = gy, (@)O[om,|

We define : A, , =g} [O, T[kyt[, and the indicator function isl; (0, ) = L, ()

Sampling

Every sampling follows from the coordination furetj and therefore from the desired criteria.

For a separate sample t or for the first selectiof a panel, we use for the selection of the sangt
criterion G (ox) = cumulative burder .1(wy), and then deduce gformula 2 supra).

For updating a panel :,S= sample corresponding to the latest update <(&t — 1). We denote
Ak,u = gilu [0' T[k,u
We use as a first-stage criterion in the calcuhatibthe coordination function any decreasing fiorcof the
indicator function of A, . For example : & (ox) = 1 ifox O Ac, (i.e. kKO §)

=2 ifoy O A, (.e. kOS)

If we wish to take into account past burdens, weuwse the cumulative burd€R.;as a secondary criterion.
This leads to a certain coordination functiQR gut without rotation.

If we wish individual rotation ratg, the coordination function becomes: & Gt — fu Ttk -

5. Application to SSRS

Details are not given in this paper.

1. Calculation of the approximate(wy), by its conditional expectation :

I (@)= E(I Kt (Q)| Q=Q,) ) , Which canbe written asa functionb, (gk't (ook))
whereQ = (Q;... Q... Qy) is a random vector from which we have a realizagd.

2. Approximation by step functions.
I'ct and the cumulative burden function are no longep stinctions. These functions are approximated by
step functions, which are constant over predefigdrvals, obtained by dividing [0, 1[ in L equal

subintervals.

Then, the procedures are similar to those usediss®n sampling.



